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ABSTRACT

The present work develops a rule for minimizing (E(X) subjecito X 20,
P(XPb) P a(0 < a < ywhere b is a random variable with known
continuous probability distribution. The decision variable X is treated as
random. The geometric significance of the resull has also beea pointed
out,

1. Introduction

Consider the problem of minimizing E(X) subject to the constraints
XpO0and P(X » b) » a, where0< a < L and b is a random variable
distributed independently of X with a known cumulative distribution
function F(b) which is decreasing and d to be everywhere
continuous.

Under continuity of F(b), for fixed @ (0 < a < 1), the set {b: Flb) = a)
is compact having minimum and maximum clements, say, z and w,
respectively.  Trivially if z & O, the optimal solution is X = 0 with
probability I,

Now suppose z > 0. Then a nonrandomized solution is to take X = z.
Vajda (3} and later Mukherjee {2] had showh through examples that if

domized decisi arc ad then the minimum E(X) can
sometimes be made still smaller. Following Mukerjec (1] it may be seen
that randomization leads to solutions superior to the nonrandomized
optimal if and only if there exist xg., (0 € x, < z, w < ¥} such that

(Xo—2)[[F(x)) —a] > (ro—2)/[F(ys)—a] U}

Mukerjee (1982) also suggested two rules yielding optimal (randomized)
solutions.  These rules, however, are not universally applicable. Motivated
by a geometric consideration presented in the last scction, the present
work develops a general rule applicable whenever randomization is
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superior. Incidentally, it may be remarked that the assumptions made in
this paper regarding F(b) are weaker than those in Mukerjee (1982).

2. Optimal Randomized Rule

Hereafter. suppose (1) holds for some Xg,y (0 € % < 2, w < 3.
Then to find the optimal solution, which must be a randomized one, dcfine

S={(x): 0 xLzzwy<mw}andfor (xp)¢s§,
gx.y) = [ (p—2) FAx) + G—D)FO) Y—=x), ifx <y

=a , ifx=yp

@

Note that the second possibility in (2) can arise only whenz = wand
x = y = z. Thecontinuity of g(x,y) is trivial when z < w. Also when
z = w, the fact that lim g(x.y) = a indicates the continuity of g (x.p).

XpI—

Y=z
THEOREM 1. There exisis a pair (x,,9)) € S with Xy < z, w < y, such that
glxpy) = max glx.y).

() eS
Proof. First note that g(x,y) is bounded above by unity. Next observe
that (X)) ¢ S, g(xo.0) > aby (1) and lim g(x, y) = F(x) € a unilor-
y=>0

mly in x (0 € x € z). Hence there exists y® (> y,) such that defining
S =((x)): 0 xC 2wy < y)}(C S), one gets glx,y) < glxon)
whenever (x.y) € § —S*, and consequently
sup glxy) = sup  g(xy)- (&)
y)es (xy) e s®
Compactness of $* and continuity of g (x,y) imply the existence of (x;,y)
such that g(x.y) is maximum in S* at (x,.y,). Hence by (3). g(x,.y) =

max {(x,y).sclenrly 8(x1.y1) > 8(Xe-yo) > a. Since g(z,y) € a for each
(% y) €

Hw y < »)and glx,w) < a for each x(0 € x  2), it follows that
x, < 2z, w < y,, completing the proof.

THEOREM 2. The optimal randomized decision rule is given by a two-point
distribution defined as

P(X = x) = () —al{R) ~ )} @
P(Y = y) = la— Fee)J[F) — Fx)]

Proof. With (x,. »,) as in Theorem 1, clearly (4) represents a feasible
solution. To prove optimality, observe that for each fixed x(0 € x < z),
g(x.y) € glxy,y,) while for each fixed x (> w), g(x,. x) € g(x1, ») und
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hence on simplification, for each fixed x (x > 0, x g [z,w])
x 2 [On—x) B¥) + x,Flyn) —yFlx) YY) — Flxy ) ()
Also g(x,.y) P 8(Xo,y0) > a, which yields
2> [(n—x) a + X FOn) —nFlx) VIF) — Flxy L
so that (5) holds also when x € [z,w]. Thus (5) holds for each x (> 0).

For cach feasible solution, randomized or not, P(X » 0) = | and
PX » b) > a,ie. E[ F(X)]» a.and hence, noting that (5) holds for
achx (> 0),

E(X) 3 [ (p—x)a+ X Fly) —nF)YIFy) - Ax) ©

Since the right band member of (6) equals E(X) under (4), the result
follows.

3. Concluding Remarks

The optimal solution (4) may be given a geometric interpretation.
For any (x.y) ¢ S, g(x,)) is the ordinatec at z of the straight line segment
joining {x,F(x)) and (»,F(y)). Since (I) can be rewritten as g(xoyg) > a,
thete exists a combination (xo,y,) for which this ordinate exceeds a = F(z).
In fact the combination (x,.y,), as in Theorem I, maximizes this ordinate.
This is illustrated in Fig. 1.

Fix)

0,0 5 3 w Y, —_—
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Heace if 7(x) denotes the concave hull of F(x), x » 0, it is enough to
find x,,y, such that

x, = max {x : T(x) = AXx). x € z},
x
» =min {x: T(x) = Rx),x » w}.
x
If x; < 2z, w < y,, the optimal solution is randomized while otherwise it is

deterministic. In particular if F(x), x > 0, is strictly convex (concave)
the optimal sol is always randomized (deterministic).

In practice, to obtain x,,y,, one may have to employ numerical
methods. The rcferee suggests that a modified form of linear program-
ming where, to find the reduced costs and to check for optimality some
simple di ional imizati hni are used, is one such
method.

ion

The procedure suggested here may be extended for the more general
problem of minimizing E[A(X)) subject to X > 0 and P(X > b) > a,
where a,b are as before and /(X) is any strictly increasing unbounded
function of X. As before, the nonrandomized optimal solution is to take

= zwith probility | and keeping analogy with (1), some randomized
solution will be superior to this if and only if there exist xo.y, (0 € X, < 2,
w < J,) such that

[A(xs) — hz) VL F(xo)—a) > (h(yo) — h(z) Y[Fys) —a) U]
When (7) holds, to find the optimal (randomized) solution, define in
analogy with (2) for any (x,y) ¢ S,
$(x,)) = [{h()—h(@)} Fx) + {H2)—h(x)} FO)VIAO) —Hx)], ifx < y
=a yifx=y
As before, there exist (x,,y,) £ S such that ¢ '(x,.yl) = ] ma;):s $(x,y). Then
x, )
a3 in Theorem 2, the two point distribution (4) based oa (x,, y,) will give
the optimal randomized decision rule.
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