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1. Introduction

Suppose a survey statistician is interesied in estimating a parametric function
aY) of a character ¥ for a finite labelled population U=(1,2,...,N) of size N,
Given the initial resources, the statistician has decided to adopt the strategy (P,, ¢,)
where P, refers to a fixed sample design of size n and e, refers 1o an estimator for
g(Y). Let 5, denote a typical sample of size n from U and S, denote 1he sample
space consuung of samples of the type s, for which P,(s,) is positive. Additional

are y made available 10 the siatistician which may be used 1o
obiain another sample ol’ k units. We assume throughout 74+ k<N. In this paper
we discuss the choices for the sampling design for the second sample. We also pre-
«nl reasonable sampling strategics (P, , 1. &,,,) based on the combined sample.

We use the following notations and definitions in this paper.

(i) An estimator e, is said to be (P,-) unbiased for 6(Y) if
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L e(s)Pis)=6(Y)
L6S,

for all ¥=(¥,,..., Y,).

(ii) A strategy (P, e) is said to be unbiased for 8(Y) if the estimator e is (P-)w
biased for &(Y) in ihe above sense.

(iii) An unbiased sampling strategy (P, ¢) is said to be at least as good as anothe
unbiased sampling strategy (P*, e®) if

‘)!_',se‘(s)P(s)s“}_;.e"(s)P‘(s) (L

for all ¥, where § and S are the sample spaces corresponding (o the samphy
designs Pand P* respectively. We say (P, €) is better than (P*, £*) if strict inequaliy
holds in (1.1) for at least one Y. The sampling strategy (P, e) is said 10 be admissitk
if there is no other sampling strategy that is better than (P, e). It is said 10 be inad
missible otherwise. In this paper we consider unbiased strategies only.

Let P, denote a fixed size sampling design of size k on U. Suppose the statist:
clan uses the sampling design P, to obtain s, and when additional resources a¢
available, uses P; to obtain an independent sample s;. Then the combined sampk.
5,Us,;, may be of size varying from # to n+ k. We denote the sampling design ob
tained by taking an independent sample in the second stage by P,U P,. Given 5,5
selected in the first stage using the sampling design P,, an alternative procedureis
10 select a sample of size k from U=s,. Let {Q(: |s,)|s,€S,} denote a familyol
such fixed size sampling designs of size k. If the second sample s; is selected fron
U-s, using Qy(- |s,), following the selection of s, as the first stage sample, tha
the combined sample s,, s of fixed size m=n+ . Let P,, denote the underlying (i
ed size sampling design of size m=n+ k. Note that

Pulsm)= L Pys)Qsn=5]50) 02
5Csn

for all s,. Let S,, denote the sample space corresponding to the sampling desip
P, In Section 2 we will show that for a given sampling strategy (P,U R, o). =
can find a fixed size sampling strategy (PJ, €*) that Is better.

If the sampling designs P, and Q; correspond to simple random samplig
without replacement (SRSWOR) procedures, then P, is also an SRSWOR desigs.
It is well known that the sampling strategy (Pa, ) I8 better than (£, 5,) where !
is the sample mean and P, and P,, are SRSWOR sampling designs of sizes # s
m respectively. Therefore, in this situation, the use of additional resources for selec
ting k more units is justified. This characteristic of improving the efficiency by using
additional sampling units, however, is not shaced by off sampling strategies
Cochran (1963), Prahbu-Ajgaonkar (1967), Chaudhuri (1977) and Chaudhuri and
Mukhopadh (1978) idered the properties of the sample mean and/or the
Horvitz-Thompson estimator (HTE) under different sampling designs 7, and P
It was observed that the sampling strategies (P, HTE) and (P, Sw) A% Nl




8. Sengupia ot al. / Aspects of populelion sampling 208

necessarily better than (B,, HTE) and (P, ,), respectively. For the case where the
sampling design Q, is SRSWOR, Sinha (1980) presented simple conditions on the
first and second order inclusion probabilities of the sampling design P, so that
(P, .1, HTE) Is better than (P, , ., HTE) simultaneously for all k=1,2,....

Lanke (1975) considered extending an arbitrary sampling strategy (P, e,) to
another sirategy (P, &y) via O, so that (P, e,,) is better than (P,, e,) irrespective
of the choice of Q. He proposed the estimator

en(Sm) = [Palsal] ™! g ealsa) Palsa) Q4 (5m=5a |5,) (.3
5Cta

We will refer 10 the estimator (1.3) as Lanke's estimator. Notice that Lanke's
estimator is in some sense a Rao-Blackwellization of the estimator e,. Lanke
(1975) established that the estimator e, in (1.3) is at least as good as e, no matter
what P,, ¢, and Q, are.

Sengupta (1982) extensively studied the properties of Lanke's estimator for
various choices of e,, P, and Q,. In particular, he observed that (i) Lanke’s
estimator, even though it improves over the estimator e,, may itsell turn oul to be
inadmissible, and (ii) if the estimator e, is the sample mean (or HTE) then there
may not exist a sampling design Q, such that Lanke’s estimator based on e, is
again the sample mean (or HTE). He also showed that when e, is the sample mean
and the sampling design Q, is SRSWOR, Lanke's estimator will again be the sam-
ple mean if and only if the sampling design P, Is itself SRSWOR.

In Section 2, we critically review Lanke’s estimator and point out some of its
demerits in the present form. We then consider different versions of this estimator
10 explore the scope for further imp Section 3 ins some ludi
remarks.

1 Main results

In this section, we first show that it is better to use an appropriate fixed size
sampling design of total size m = n + k than 1o use (wo independent sampling designs
P, and P, of sizes n and k respectively.

Theorem 2.1, Let P,U P, denote the sampling design obtained by taking two in-
dependent samples of sizes n and k using the sampling designs P, and P, respective-
ly. Suppose e is an unbiased estimalor for 8(Y) based on the composite sampling
design P,U Py. Then, there exisis a fixed size sampling design P* of size m=n+k
ond an estimator ¢ such that the sampling strategy (Py,e*) is betier than
(RUP,, ¢).

Prool. We assume n + k<N as otherwise the claim is trivially justified. We prove
the theorem by constructing the sampling strategy (Ps, e*). Define
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m-|
PIN=PUP(+ ’E ,E, la(h]™' P,UP() o
wn IC,
where
I=(iy, igeesih  J=Udaeesodm)
and

a{f)=number of f with P,U P,(j) positive and IC}.
1t is easy to sce that Py is a fixed size sampling design of size m=n+ k. Defix,
now, the estimator

m-1
=PI | e HPUPU + '): ')Ej(ﬂ(l)}"PnUPx(i)E(i).

Then it is easy to verify that e* is unbiased for &(Y). Also, using the Cauchy-
Schwartz inequality, one can show that (Pj, €°) is better than (P,UP,,¢). O

It is thus advisable to obtain additional sampling units with additional resources.
Note further that given the sampling designs P, and P,, the sampling design P} has
the same form as (1.2) for some conditional sampling design Q.

For the remainder of this paper, we will be dealing with sampling designs of (b
type P, given by (1.2) with components given by P, and {Qy(- |s,)s,€S,). We
next show that it is not possible to obtain an estimalor for &(Y)= ¥ based on i
sampling design P, that is better than every possible estimator based on ik
sampling design £,.

Theorem 2.2. Let P, be a connected sampling design (see Patel and Dharmadhikan
(1977)). Let P, be any fixed size sampling design of size m=n+k (< N) obigined
by extending P, as in (1.2) via an arbitrary Q. Then there does not exis any
estimator e based on P, thot is (uniformly) beiter than every estimaior based on
P

Proof. Let ¢, denote a homogencous linear unbiased estimator of P such that e
variance of the estimator e, is 2¢r0 al the point g, where ¢ is an N'x | vector. (S
Patel and Dharmadhikari (1977) to ensure the existence of such estimators.) Sup-
pose there exists an unbiased estimalor e based on P, that is better than evers
estimator based on P,. Then the estimator e, in particular, will be beiter than th
collection of estimators {e,: ¢ an Nx | vector}. Therefore, the variance of tk
estimalor e must be identially zero. However, since m < N this is not possible. O

Even though there does nol exist an estimator based on Py that is better than
every estimator based on P, for given sampling designs P, and P, and a0
estimator e, based on P, there always exists an estimator ¢4 based on P, that i
better than e,. For example, Lanke's estimator serves this purpose. So if we wish
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Table 1

5 Pylsa) A '
(%3 X)) [} o (@+a)2
PSRN ] 02 & Ba+avi
ERX) 0.3 o Gy 2/8
wsen 0.2 o [LATA
661D o1 ay (a5 +a)2
whad 0.l 2 {04+ a)2

1o obtain a sampling strategy that is better than (F,, e,) we may use (P, e,,) where
t, 18 the Lanke's estimator.

Now suppose ¢, and £, are two estimators for 8(Y) based on P,. Let e, and f,,
denote the corresponding Lanke versions of e, and £, respectively. The following
eample demonstrates that even in si where the esti e, is uniformf
better than the esti S it is not true that the esti e is better
(han the estimator f,.

Exampte 2.1. Consider the sampling designs and the estimators e, and f; of ? given
in Table 1, where

a,=(280Y,+210Y,+140Y,)/504,  a,=(210Y,+ 140Y, +120Y,)/504,
ay=(140Y + 120Y, + 140Y,)/504,  a,=(120Y,+ 140¥;+210Y,)/504,
a5=(140Y; +210Y+280Y,)/504,  ag=(210Y,+280Y, +210Y;)/504.
ftis easy {0 show that the estimate ¢, is better than the estimator f,.

Table 2
L Extension @ 5 Py(ss) s L)
with k= |

13,4 s 05 (L2345 0I5 (o1 +28) @+iaea)
6 0.5 3 (]

@145 6 oS (3456 028 20+ 3ay) (e + 60y 4 @)
1 0.5 s 10

0.45,6) 1 0 (L4561 025 (3ay +20,) Sy +4a 4 a5)
2 [ 3] f) 10

w6l 2 0 (4561, 015 (28,4 a5) (30,4 2a5+ a5)
b ] 0.5 3 6

6,61,2 3 08  (5,6,1,23) 0.0 los+ay) (o5 + 28 +2)
4 os 2 4

w2y 4 05 (61,234 010 {ag+a) {ay+ 20y +a3)
s 0.8 2 4
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Consider now the extension of the sampling design and the corresponday
Lanke’s estimators as given in Table 2.

it can be shown that the variance of J; is smaller than that of e at the poim
£=(0,0,0,0, 1, 0) and hence e is not better than f;.

In the next example we demonstrate that Lanke's extension of an admissite
estimator may turn out to be inadmissible. This was first demonsirated by Sengupy
(1982). We, however, present a different example here.

Example 2.2. Consider the sampling designs for a population of size six given i
Table 3.

Let ¢y denote the HTE for 8(Y) based on Py. Consider the estimator
e(1,2,3,4,5)=aey(1, 2, 3)+ bey(1, 3, 5) +cey (2, 3, 4),
(1, 2,3,4,6)=dey(2, 3, 4) + ee;(1, 2, 3) +fey(2, 4, 6),
e(2,3,4,5,6)=gey(2, 4, 6) + hey (2, 3, 4),
e(l,3,4,5,6)=¢,(1,3,9),
e(1,2,3,5,6)=iey(1, 2, 5) +jey(1, 2, 3) +key(1, 3, 5).

Note that Lanke’s extension of e, is obtained by setting 0=, b=1, d=g<iz|
and c=e=f=h=j=k=0. However, it is easy to show that the estimator e with
a=f, b=Y, c=0, d=}, e=0, f=1, g=1, h=), i=1 and j=k=0 is better than
Lanke's estimator. [n fact, one can several other esti that are better
than Lanke’s estimator.

Note that in the above example (as in any other example) Lanke's estimator
assigns non-zero weight 10 only those subsamples s, of s,, for which Q, (s, - 5,5
is positive. However, positive weights could be assigned to alf subsamples s, of s,
for which P,(s,) is positive. We investigate this possibility below and present som

p over Lanke's esti . Consider
Table 3
5 1Y) Extension @ Pl Risy)
with k=2

(.23 01 “.9 1 (L2345 (S]]

(29 0.1 3.6 ! (L.2.3.5.6) (%]

@46 0.1 0.9 1 2.3,4.56) 0.10

@34 0.3 .6 ! (.2,3.4.6 (3}

0.3.9 03 “.6 (5] (1.3,4.5.6 0.0

2,4 0.7
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emlsn)= Z: €n(52) W(sys $m) 22
$2C3a

where [ W(Sn Saq)} &re nonnegative constaats. Nol¢ that il

L Wisn $n)Pnlsa) = Pols,) (2.3)
SmDSa

for all 5, then the estimator e, is unbiased for 8(Y) whenever e, is so. Also, using
ihe Cauchy-Schwartz inequality, it can be shown that the estimator e,, is as good
ase,if

L W(smsm)Pm(sm)[.z W(:,’,.:,,)} <Pa(s0) 2.9
O 5,Cla

for all s,. It is now easy 10 see that (2.4) holds, under the condition (2.3), if and
only if,

L Wnsn=1 @.5)
1.C 5
for all s,. We can also express the estimator e, in (2.2) as
enton)=1Palsal ™! T er(sn)Pr(5n)ONsn sl @6
5aCla
where O is given by

Qi(Sm =53 12) = P(Sm)Pafs)) ™" W(ss, 5.
Then, from (2.3) and (2.5) we get

L Qfsn-s,|sp)=1 foralls, @7
s

and
L POy m—sal) = Pulsn) (2.8)
$4CSm

for all 5,,.

In summary, the general extension e,, in (2.2) that improves over the estimator
¢, has the same form as Lanke's estimator. The only difference is that the
estimator (2.2) uses possibly a different sampling design O generating the same
finat design P,,. In some situations it is possible to find a different O so that the
eslimator (2.2) is better than Lanke’s estimator computed with Q,. The choice of
Q) wauld be such that the estimator (2.2) assigns positive weights to all e,(s,) for
which 5,Cs,, and P,(s,)>0. We now present one such choice in the next theorem.

Theorem 2.3. Suppose the sompling designs F,, Q and F, are as defined in Sec-
tion |. Define
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A(5m)= {527 52C 5 QelSm—Sal5)>0}.
Suppose there exist two samples s%’ and s such that
(i) BRUBD is not empty, and
(1) §f 5, € BY then s, is @ subset of 87", i=1, 2, where
B =AM -AE) and BR=A(sR)- Al

Then Lanke’s estimator e,(s,) in (1.3) is inadmissible.

Proof. Define
€,(5.0) for 5,,#s) or s,

.
""“"")‘[ip.e,,, SU) 4 Pren(SP/P+ P if spmstl or s O3

where e,,(5,,) is Lanke’s estimator in (1.3) and P =P,(s), i=1, 2. It is easy 1o
verify that ey is beiter than e,, and hence e,, is inadmissible. O

Note that Lanke's estimator e,,(s%') puts zero weight to e,(s,) for s, in 89",
=1, 2, whereas the estimator in (2.9) assigns positive weights. Note also thal i
estimator in (2.9) is a Lanke-type estimator with a different choice of Qy. In fad,
( Qclsa=salsa) for 5, € A(s)) N A(s)

and s,,=s% or s,
QulSm=5052) for 5, %5t or s,

Qt(-\'.(r:)—s.ls..)P—f‘F for s,,=s. and s, € 8"

(] 2

Ql:.("m—‘nl-‘n)= 1 P

Orlsty'~5a |:")ﬂ% for 5, =52 and s, € B4
1 I
Pl

P+A

\
for 5, =5t and s, € BR

Oelsh' ~5alsn)

LQ::(-\‘S:’ =Sl PI+ZP, for 5, =52 and 5, €85
Note that the definition of the estimator in (2.9) assumes that every
Sy€ AU A(s2) is a subset of both s& and st which is guaranteed by the con-
dition (ii) of Theorem 2.3. Lanke’s estimator seems to distinguish between the two
samples 54 and s while using e,(s,). On the other hand, the revised estimator
5,(55) does, in fact, the ‘averaging’ or ‘unordering’ and, consequently, performs
better than that of Lanke. The generalization of this result to other complicated
‘structures’ is not difficult and hence is not included here. However, the improved
estimator is seen to be again a Lanke type estimator with a revised extension ruk
Oy but with the same over-all sampling design 2,
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3, Concluding remarks

The following observations have been made in this paper.

(a) Lanke's formula yields a strategy (P, e,) which is better than any given
strategy (P, e,) irrespective of the choice of the extension rule O, where m=n+k.
Also, for any given strategy (P,U Py, ) governed by a combination of two in-
dependent sampling designs P, and Py, there exists a strategy (P3, e*) which per-
forms better,

(b) It is difficult to set out the estimator a1 the initial stage as the ordering is not
generally preserved by Lanke type improved estimators.

(c) Lanke’s formula may sometimes Jead to inadmissible estimators due to fauity
selection of the extension rule Q. The structure of the samples underlying P, and
P, may be studied and suitable recommendations made in some cases.

The following problems need further investigation:

(i) Order-preserving improved estimators using suitable/given extension rules.

(ii) Admissible improved estimators using suitable given extension rules.

As mentioned earlier, Sinha (1980) and Sengupla (1982) have some interesting
preliminary results on characterizations of original sampling strategies ensuring (ii)
with the extension rules given by SRSWOR designs. Is it possible to construct im-
proved estimators in general terms which are essentially different from those given
by Lanke's formula?
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