On the Variance of the Ratio Estimator

By T. J. Rao, Manchester')

Summary: In an earlier paper [Ra0 1966) an exact expression for the variance of the ratio estimator
under the MIDZUNO-SEN pling scheme is obtained and here we study some of the interesting
properties of the coefficients involved in this expression which depend on the auxiliary information.
Use of these coefficients is made of in finding out an exact expression for the Bias and Mean Square
Error of the ratio estimator under Simple Random Sampling With-Out Repl (SRSWOR)
scheme.

1. Introduction

The usual ratio estimator Y y;/Y.x; can be made unbiased by using the
tes les

Mipzuno [1952], SEN {1952] sampling scheme, which consists in drawing the
first unit of the sample with probability proportional to size and the rest of the
(n—=1) units of the sample by SRSWOR from the (N — 1) units of the population.
An exact expression for the variance of the ratio estimator under this scheme is
given by Rao [1966]

N N N
VR =T LY+ T 4, Y, Y, (1.1)
=1 iej
_ 1 -1
where A,—{ N—: x};(XﬁX;) X
n—

X! being the sum of the 4™ set of n— 1 distinct X’s not equal to X, the summation
being taken over the (1\; : :) such sets; and
1 ifhy=1 1
Ay= Z(X1+Xj+XA}) -1
N-1 x({3 X
n—1
XY being the sum of the 4™ set of n— 2 distinct X's other than X, and X, and the
: é) such sets.
') T. J. Rao, Statistical Laboratory, Department of Mathematics, University of Manchester,
Manchester. (On leave from the Indian Statistical Institute)

summation over 4 being taken over the (l:
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For the estimator of the population total Y given by (3 y,/¥. x,) X, we have
e ies

N N N
V) =S (-1 Y2+ ZX(T;-D Y Y, (1.2)
=1 i*]
where T=-X T(X+ X!
i N_1N% i 1
n—1
X ify—1
and T= TX+ X+ XD

N-1\T
n—1
The notation used above is the same as that of Rao [1967]. It is easy to nole

that

Ti=A X +1
and
T=4;X*+1.

In the next section we consider some of the estimators of V(R).

2. Estimation of Variance

An unbiased estimate of ¥(R) is given by Des RaJ, SEN [1955)

N-
~YXy+2— - Zyay,

les

VolR)= T

>

But, 75(R) can take sometimes negative values, and since the variance
function is always positive it is desirable 1o have an estimator of the variance
which is always positive definite. An attempt in this direction, in the context of the
present estimator is due to Roy CHAUDHURY and his estimale is given by -

5 S\2
VR(R)= # {mz(}')— 2 % myy(x, y)+ (%) ’"z(x)} .

é =) =)

where m,(y)= —-Z(y, y)’-m“(x.y)= %
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and m;(x) =x——'; % ¥ (x; — X)2. The main drawback of this estimate is that it is
- 1

biased, despite its being positive definite. In fact,

E(Ve(R)= V(§)+O(n"").

For further details we refer to ROY CHAUDHURY.

Next we propose another estimator for the variance having the advantage of
being unbiased, which can be suggested as a direct consequence from the expres-
sion of the variance.

Theorem 2.1: An unbiased estimator of the variance of R is given by

V(R)=le}'tz/7';+ X X Ay iy
ies Urjres

where n; is the probability of inclusion of the ith unit in the sample

and n;; is the probability of joint inclusion of the units U; and U; in

the sample for the MIDZUNO-SEN [SEN 1953] sampiing scheme given by

n-1 N-n X, n—-1 n-2 n—l.N——n(&+g(_1)

N=itNoTx 2 WSy ND2tN—1 No2\x T X

=

Proof: It can be easily seen that £ P(R)= V(R) and hence etc.
Lemma 2.1: 4, is positive for all /.
Proof: From the definition of 4; we have

X 1 1

241= +

A X7+ (N_l)(x,+x.+--~+lx,,_,+X,.+Xz+~--+x,,
n—1

()

= inverse of the harmonic mean of

X+ X+ + X X+ Xo++ X, (N-1
X R X . 1 terms

> inverse of the arithmetic mean of these (Nn : :) quantities
N-1 N-2 -!
{(n—i) x,+( n_z)(x—x,) }
B N-1
(=)
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p+i=ly_pyh
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1
n

. A4>0 foralli.
Theorem 2.2: A sufficient condition for V(R) to be positive is that A,}zo for
all i, j.
Proof: Follows from Theorem 2.1 and Lemma 2.1.
In the next section we study some interesting properties of the T; and T);
coefficients that occur in the variance expression (1.2) (or equivalently 4; and A;
of (1.1)).

3. Some properties of the coefficients T, and T,

Theorem 3.1: N
a) ¥ Ty=(n—-1)T,
j=i

N N
b) ¥ T(X,=¥, where X =3 X,
=1 1
N N N
)L TXI+TTT; X, X;=X?
i=1 ivj

1
>
d) ;> :

1 /n-1)?
@ Tz (V1)

and T X,2T;X; ifandonlyif X=X,

Proof: (a), (b) and (c) can be verified from the definitions by proper rearrangement
of the terms.

(d) is already proved in Lemma 2.1.

N-1 . . .

Py T, is the inverse of the harmonic mean of

X+ X+ X} . - . . .
'—XJ+—‘].}.varymg over the ?’,_22 terms, 2> inverse of the arithmetic

i d -1
mean of these terms M;(J'F—X{ = (N ! n;,) , where nj; is defined in Theo-

To prove (e) we observe that

n—1
rem 2.1 and this establishes (e).
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(N can be easily proved by considering
X
TX =T X, =75 {}: XX, + XD T XX+ Xi)"}
2 a

n—1

N{l {Z XX+ XD+ T X (X + X!
1 2

n—1 235

— T XX+ XD =T XX+ XN
) X

——

230

X _ xU =1
=N {(x,—x,)g(xﬁx;) '+§[(1+7“)

n—1 A3

20 iff X,2 X,

Remark: An elegant proof for (c) follows by putting y; = x; for all i in (1.2) and
setiing the expression equal to zero.

It is to be noted that (b), (c) and (f) are quite useful in the problem of choice of
a strategy for the method of ratio estimation and we refer to Rao [1967].

4. An exact expression for the Bias and Mean Square Error of the ratio
estimator

Approximate expressions for the Bias and Mean Square Error of the ratio
estimator were given by HaNsEN, HURWITZ and MaDow, COCHRAN, SUKHATME,
MURTHY and NaNJaMma and others using certain assumptions which are mostly
valid for large samples. A different derivation is due to KooP who gets an
expression for the bias of the ratio estimator to the order of n™*. In this section we
use the knowledge of auxiliary information and construct 7; and T;; coefficients
of higher order and show how they are useful in getting exact expressions for the
Bias and Mean Square Error, which are given in a compact form.

Analagous to T; and 7, define

TP = e B X
(n—l)
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and

X -
ﬂj)=(N—_ljz(xl+Xj+X:1j) !
A

n—1

and we denote 71" and T1}' by T and T;; respectively.

Theorem 4.1: For a simple random sample of size n selected without replacement
from a population of size N.

FY_ n d
sl

and
Mse ()= (s mevies sy, STV + R,
TEAR)TNX\S T <
; pIY
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Remark: By proper rearrangement of terms one can show that
N
a) ¥ T'=m-1)T* and
Jwit

N N N NX
b) TP XI+E Y Tl‘jb X X;=——
i=1 i*) n
and we can now write the expressions for Bias and Mean Square Error in an alter-
nate form, given by

N
3 XTY
(i
X TX

=1

and
N N N N
5 ‘Zl ™ Y.-’+Z“.”Z v Y, T TY
M.S.E.(:): = i —2REL 4R
YOZTIMXIATIIPXX, L TX
=1 i#j =1
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