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I. INTRODUCTION

1. In many statistical investigations two important
questions arise in dealing with two or more ‘ samples”. ILet
S and 8’ be two given samples. Then either of two things may
have happened :—

(A) both 8 and 8’ were drawn from the same group G,!
or

(B) the samples S and S’ were drawn from two different
groups @ and G'2,

1 I have usod the word ¢ group *’ in the present paper in very nearly
the same scense as the word ¢ population ” is used in statistical literaturo.
A “group’ will denote any collection of individuals or entities; the
individuals (constituting the group) may be distinguished from. one
another, but all of them possess certain common characteristics, by
virtue of which common characteristics they are supposed to
belong to the same ‘group’. I have reserved the word * popula-
tion” for use in a slightly more general sense; so that when
necessary we shall be able to speak of the existence of ¢ groups’’ within a
population. A ‘““sample” is an aggregate of measurements, in one or
more specified characters, of a finite number of individuals belonging
to the same group (or population). It is throughout assumed in the
present paper that all samples are ‘ random » samples, ¢.e., the indivi-
duals constituting the sample are not selected in any way, and are drawn
in a random manner from the group or population concerned.

2 A third alternative is that S and S’ were both drawn from the
same group (or population) but either or both of them were selected
samples. This hypothesis is8 however excluded by our assumption that all
samples are random samples. (See footnote™l.)
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Any criterion which will distinguish between (A) and (B)
i.e., determine whether the two given samples are drawn from
the same or from two different groups (or populations) may
be called a fest of group divergence.

In case the two samples 8 and S’ are considered to be
drawn from two different groups G and G, it is obvious that G’
may be any one of an infinite number of groups differing
only slightly or very greatly from G. Any coefficient which
would furnish information regarding the actual amount of
the divergence subsisting between G' and G' may be called a
measure of group divergence. The distinction between a ‘“ test ”’
and a ‘“measure ”’ of group divergence is fundamental ; a test
merely tells us whether the two groups (from whjch the two
given samples are drawn) are different or not, while a
‘“ measure ”’ gives us a quantitative estimate of the magnitude
of the difference (if any) between the two groups.

2. Notation. In dealing with more than one group, it is
necessary to distinguish carefully between different type of
means and standard deviations.

Let x,, represent a single measurement of the /" indi-
vidual in the ¢ sample for the p/* character, and let n,, be the
total number of individuals in the ¢'# sample for the p’» charac-
ter, N, the total number of samples available for the p# char-
acter, and P the total number of characters for which measure-
ments were taken.

The total number of individuals for whom measurements
of the pt* character are available will be given by

n,=8g[(ny)] .. .. .. .. (2])

where S, denotes a summation for all samples, i.e., for all values
of q (from ¢=1, to ¢g=N,). When n,, is constant for all sam-
ples (i.e., for all values of g),

RN uBipys x5 38 ss »x (Do

))
The intra-class mean (m,,) and the intra-class variance
(0%,¢) for the g’ sample in the p* character are defined by :—
Npg - Mpg =8 | (Xpgt)] - .. .. .. (23)
Npg - O2pa =8y [(Xpgr —Mmp)?1 .. .. (2°4)
where S, is a summation for all individuals within the given
sample, i.e., for all values of ¢.
For the p'* character there will be iV, such means and .V,
such variances, one pair for each of the N, different samples.

The inter-class means (M,) and the inter-class variance (8,?)
for the p' character are defined by :—

N,. M:{=Sq [(mpg)] ve ee  e. (2°D)
N,.82=8,[(m,~My)2. .. .. (26).
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If all the individuals are pooled together for any particular
character we shall get another set of mcans (m,) and variance
(Z,2) defined by : —

ny, .M, =S, [(Npg . Mpg)1=8,8, [ (pg0)] ve L2F)
Ny« 22=8,8; [(Zpy — m,)2]. se  ws sa  (2r8).

Following a suggestion of Prof. Karl Pearson such mecans
and variances may be called the ‘ familial” means and vari-

ances.
Besides the above we may also define an average intra-class

variance by :— _
N, .0,2=8,[(e®p)]. .- .. . . (2:9).

The mean, variance, etc., of the group (or population) from
which a sample is drawn may be written as m,,, o%,,, ctc.
When there is no chance of confusion, for example, for only two
samples in any assigned character, we may drop the subscripts and
write m and m’ for the intra-class means, o 2 and o’ 2 for the intra-
class variances, n and n’ for the size of the two samples, and
m and m’ for the two corresponding group-means.

I shall write dm, dm’, etc., everywhere for statistical differ-
. ences (i.e., deviations of individuals' values from corresponding
mean values).

II. TESTS OoF DIVERGENCE

3. Single character (P=1). When n,n’ are both large, (say
greater than 25), it is often possible to use the normal (Gauss-
Laplacian) distribution of deviations. It will be only necessary
to calculate the statistics

2 2
x=(m—~m')\/gn-+a;b, s aw  ss (O0d)

and using a standard table of the probability integral (10, pp.
2-8) ! calculate the probability of occurrence of a deviation equal
to or greater than “z.”

But if the size of the group is small, (e.g., when n and »’
are less than 25), the method given by R. A. Fisher (2, p. 107)
may be used with advantage, especially when there are reasons
for believing that there is no significant difference in the varia-
bility of the two samples. Two statistics are calculated, one
the ‘“ pooled *’ variance given by

82:(71. —1)o®+(n"—1)o’2
(n—=1)+(n"—1)

R & 52)|

1 The number within brackets refers to the list given at the end.
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and the other, the deviation

t_(m—m') /'n..n' .
= )Jagw - - - BB

and the probability of occurrence of deviations as great or greater
than “¢” is obtained from tables given by Fisher (2, p. 139).

In other cases certain tests recently developed by J. Ney-
man and E. S. Pearson (8) may be used. The most convenient
test in practice would probably be the Pa test for which neces-
sary tables have been supplied by the authors.

A general treatment of the problem is also possible which
takes into consideration the nature of the frequency distribution
as a whole, Pearson (11) has shown that if f, and f’, are the
frequencies in corresponding cells for two samples (both of
-which are supposed to be random samples drawn from the same
general population), of sizes n» and n’ respectively, then on the
assumption that there is no correlation of deviations in frequen-
ciex between the first and the second group. the statistics

: f%b _fp')2

—
’

n
(Sp+£")

(where S, denotes a summation for all p cells), may be used for
obtaining the probability of occurrence of the given system of
differences from standard tables (10, Table XII, p. 26).

4. Multiple characters. When the number of characters
is more than one, the Pearsonian Coefficient of Racial Likeness

furnishes the standard test of divergenca.

n.n

x2=S], (3'4)

1 (mpg —m,, )2
02=‘P’Sp (c_rﬂz__*_o,.q'z) -1 .. .. .. {0

n

pe Mpg

Where P is the total number of characters for which the sum-
mation is taken. This coefficient was first used by Miss M. L.
Tildesley (14, p. 247) in 1921, and later on extensively by Dr.
G:. H. Morant (7) and others. Prof. Pearson (12) gave a full

theoretical discussion in 1926.
If the two samples are both random samples drawn from
the same gencral population, then the theoretical value of C2%is

given by
((,'2)0=0-t-67449,\/§ we  ww  ws es (L)

1f 2 differs significantly from zero then the two samples cannot
be considered to he random samples drawn from the same
population.
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If we -use a reliable constant value! of the intra-group

variance 0,2 in the place of the observed values 0,2 and o,,'2,
C? may be written as

1 (Mpg—mpg')?
02=T,Sp 2 1 1 -1 .. .. (40]
P N\nipg " npy
or
'n,-n' 1 (7"'1”1 —-m l"l’)2
02=(n+n’)'.1—’s"[ o2 b e 502

when the size of the samples is constant for all characters.
5. It will be noticed that C? is an adequate test of diver-
gence only so far as group-means are concerned. It is obvious

that two groups may agree in their means and yet be divergent
in other characteristics such as variance, skewness or kurtosis.
Separate tests of divergence for such other characteristics are
therefore necessary, and may be easily constructed.

For example for testing divergence in variability we may
use the following coefficient

2 Ny W (opg—opg)?
E2=’P' Sp [(-u‘) ._7_4____27_'7__ s ww L0°1)

’
Npg+ Mg Op

Proceeding in the same way we can test the divergence in
skewness or kurtosis with the help of the following coefficients
G2 and H? respectively.

1 (8’0—8’6')2 -
G2=-P SI' m]— 1 «» .o .o (-.)2)

1 (B2—B2')?
2 =
H—-P S,, Toi T Do L we o5 o
where sk, sk’ the two skewness, with their variances Zg?, Zu'%,
and B,, B’ with the corresponding variances Zp,%, Zg,’* can be

easily obtained from equations and tables given by Pearson (10,
Tables XXXV-XLVI, pp. 66-87).

When the two groups are random samples drawn from the
same population, the mean values of £%, G?, and H? will be each
equal to

(5:3)

=
(22, G2, H2)=O-f_--67449\/-1—;. e .. (B°4).

1 An estimate based on a long series of measurements may be used
for this purpose; or where the intra-class variance of a fairly large num-
ber of ramples are known, an average value of the intra-class variance
as defined by (2:9) can be easily calculated.
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It is only when all these coefficients (in addition to C?) are
sensibly zero shall we be justified in asserting that there is no
divergence between the two groups (up to the order of the 4th
moment).

In actual practice it will be often difficult to use G2 or H?
as the estimates of the variances will usually be unreliable
owing to the smallness of the size of the samples. It should,
however, be possible to usc /2 in many cases. Numerical exam-
ples will be found in Part I1 of the present paper.

6. A more general discussion based on the method of
paragraph 3 is theoretically possible. The two groups to be
compared may be subdivided into a large number of cells in a
P-dimensional manifold, and the frequencies in each cell may
be used for the calculation of x* defined by equation (3-4).

If ¢, €2, €gye-..Cp... are the number of sub-classes into
which the 1st, the 2nd, the 3rd,... the pth character is split
up, then the total number of elementary cells will be given by
1. Cg. Cg. o +Cp=C. 5

If we use very broad categories, say only 4 divisions for
each character, then ¢;=c,=c3=...¢c,=4.

Thus c=4/”’, the total number of cells. will become veryv
large even for small values of P, and hence it will become im-
practicable to use the present method in most cases.

III. MEASURES OF DIVERGCENCE

7. The entity we have been calling ¢ the amount of diver-
gence between two groups’ is a derived quantity, and is not
given directly. A certain amount of choice exists in its precisc
formulation, and its exact significance will depend upon and
will be determined by the particular mathematical formula by
which we choose to define it. )

If each sample is represented by a point in a P-dimensional
manifold determined by P values of the means of P characters,
what we obviously require is a suitable expression for an entity
which may be called the gencralised (P-dimensional) distance
between any pair of such P-fold points. If all the characters
were directly comparable, we could use the ordinary quadratic ex-
pression 8, [(m,, -m,,")?]. But we are confronted with the
difficulty that all the characters arc not directly comparable.

The crux of the whole problem lies, therefore, in transform-
ing the raw observed differcnces (mpg—m,,’) in such a way that
they may all become directly comparable with one another. It
is clear therefore that we must introduce suitable multipliers or
“ weights,”” so that a difference, say (my, ,—m,’, ,*) in one char-
acter will, in some defined sense, match or be equivalent to a
corresponding (mg, ,—my’, ;) in a sccond character.
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Introducing £, as a suitably selected multiplier, we obtain
the general form for a measure of divergence in means :

(/2=f<,g,,[@ﬂ_k%’iﬂi).2-}).. e e (T0).

It \.vill be convenjent to g@oose k, in such a way that it
may satisfy the following conditions :—

(i) U? should be a pure number. This requires that k
should have the same dimensions as m,, or m,,". i

(ii) U2 should vanish when the samples are both random
samples drawn from the same general population. '

(ili) U2 should be constant (within the limits of errors of
random sampling) for two samples drawn from the same two
differing groups or populations.

(iv) U? should increase (or decrease) as the system of
differences (m,,—m,,") increases (or decrcases). Ior example,
for 3 groups Gy, G,, and G, if it actually happens in practice
that for all characters the differences in means between the 1st
and the 2nd group, ¢.e., the quantities (m,, , —m,,, ;) are less than
(mp, 1 —m,, 3) the corresponding differences between the 1st and
the 3rd group, then U,;® the divergence between G, and G,
should be less than U,;2 the divergence between G, and Gj;.
This condition suggests that %, should be kept invariable (for
each character) for the same series of comparisons.

In choosing k, we must be guided by empirical considera-
tions ; recourse to a method of trial and error is, therefore, inevi-
table. To this extent the choice of £k, is arbitrary, i.e., we are
free (in fact we are obliged) to try different values of kp, and
see what kind of results emerge from each value of k, so chosen.
The ultimate choice, however, will be determined or (limited) by
the actual facts of nature. For we must finally adopt that
particular value of which will yield in practice a system of des-
cription possessing the greatest coherence, range, significance,
and simplicity.

In the case of anthropology it is conceivable that genetic
analysis may develop far enough in future to.be able to furnish
us with a reliable set of values of %, for different characters.
But for the present, restricting ourselves to purely statistical
considerations, the choice of k, would appear to lie among two
groups of constants.

(@) We may choose one or other of the different measures
of variation :—

(i) the intgmclass standard deviation (o)) ;
(ii) the inter-class standard deviation (s,); or,
(iii) the familial standard deviation ().

All the above quantities have the advantage that they can
be determined with greater ¢ efficiency > in the sense defined by



548 Journal of the Asiatic Sociely of Bengal [N.8., XXV1,

Fisher (3) than the absolute range,! the mean deviation, or one
of the percentile differences. 1 have, therefore, confined my dis-
cussion to the three standard deviations.

() In the alternative we can use the inter-class mean M,
or the familial mean m,. It is obvious that so far as anthropo-
metry is concerned both would give practically the same results,
as the difference between the two will in most cases be negligible
in comparison with the magnitude of either. _

8. Similar considerations will apply to the cass of other
group constants such as the variance, the skewness, or the kur-
tosis. In fact we can generalise equation (7'0), and write for
any measure of divergence :

—z,,')?
Uz=f<s,,[(x””—]‘,l?”—)—]> N )

where x,,, x,,” are corresponding values of the same statistical

entity for gth and q'th samples respectively, and K,? is a suit-

ably chosen multiplier which does not involve cither z,, or z,,".
. . . »

9. Before proceeding further it will be useful to obtain a
few statistical formula connected with equation (8).

Let 2, ' be the observed values of any particular statistics
for two samples of size » and »’ respectively. Let Z, Z’ be the
". corresponding values of the same statistics for the two res-
- pective groups (or populations) from which the two samples are
drawn.

We shall assume? that these ¢ true’ or ‘““mean’ values
may be reached by taking the average of an indefinitely large
number of samples. .. .. .. .. .. .. .. .. (A1)

Let us write
z=(x—a’). e e e e (90).
If 2z is the “true” or ‘“mean’’ values of z, (as defined above),

and dz, dx, da’ are statical deviations from the corresponding
mean values, then we may write :

z=2(l+d-§z-)=i[(l+é:§)—5:'(1+‘-%-'):] .. (901).

Squaring we get

2 i . 2
z? (1 +2‘£_‘2-+d_—i)=|:5‘:(1+g‘_3)—5:'(1+i§)] .+ (9°02).
z zZ x X

We can casily find. the mean value (z) and (o,?) the variance of
z, if we make certain simple assumptions :—

—— s

1 The “range’’ (being the difference in character botween the largest
and the smallest individuals of a sample) is not suitable owing to the fact
that its value depends on the size of the sample. [See Refs. 9 and 16.]

2 Assumptions are clearly indicated by separate serial numbers:
(A1), (A-2) ete.
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(A°2). The distribution of (dz) and (dz’) are both normal.
so that summing and taking the average for a very large number
of samples, and using { } brackets for writing such average
values we have

{dx}:: {dx’}= {dx3}={dx5}= e {(lx2‘+1} =0 ] | a-2)
{da?}=0.%{dx*} =804, {d2®} =150,°, {dz®} = 1050, etc. )

with a similar set of expressions for dz’ where 0,2, o.'2 are the
variance of x and &’ respectively.

(A*3). The deviations (dz) and (dz’) are statistically inde-
pendent, so that the product terms involving odd-powers will
vanish, and product terms involving even-powers may be
summed independently.

{dv.dz'}={de?.dz' }={dv.dx?}=....=0 \
{ da2. dx'2 }=a;,,2 T 2 {dx4 . dxlz} =30, . 0,2, .. (A-3)
{dx2 . dz'*}=30,2. 0., ete. s

Summing and taking the average for a very large number
-of samples for equations (9:01) and (9:02) we easily find

2=(E—%") sx  se s sy (1)
={d22}_o’_,. +0o,2 e we (92,

Taking the cube, and higher powers of equation (9-01) it can be
shown in the same way that all the odd moments vanish :—

{d3}={d?}={dz"}=....0

and the even moments are the same as for a normal distribu-
tion :—

{dz*} =304, {d28} =150.%, {d28}=1050.8, {dz'°}=9450.1°, etc.

10. Let Yy be any other statistical quantity whose ¢ true’
or mean value is . We define a new quantity “a’ by

(10-0).

If @ is the mean value of a, and da, dz, dy are statistical devia-
tion from corresponding mean values, we may write

=i (1+d“) %H—TJ) ‘lz) (1+dJ)°2..(1o-1),

Go=—=-—"=". . .. .. (10:01).

<where
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Taking the square, the cube and the 4th power of equation
(10-01), we have

( 14090 da (1(12)

a?

dz\*4 dy\ *
=(l02-(1+§') ,(1+-§) co oo (10°2)

2 3
a?(1+3ﬂ’+3‘1_“2 +‘%)

-6
=ao(l+d") (1+%') cv . (10°3)

2 3 4
'4(1 +4113+6 < +4"_’; +di)

al

(1+”") (1 ‘i}’) e (10°4).

We now make two further assumptions :—
(A-4). The distribution of (y) is normal, so that
{(Iy}={(l1/3}—{(IJ5}_ i mw ek kb B
{dy*} =02 {dy*}=30,!, {d?/“}—l) 0 ehe. } )

(A.5). The deviations (dy) and (dz) are statistically in-
dependent. This is equivalent to the assumption that (dJ) and
(dz), as also (dy) and (dx’) are statistically independent.

{(l:.(ly}={(122.dJ} ={dzdy*}=...... =0 z
{diz.dy2}=azz.0,,2, {d2*.dy?} =30..0,% etc.
We can now expand equations (10-1), (10-2), (10-3), and

(A-4).

(A*5).

-\ 2 2
(10-4) in ascending powers of —z—) and (TJ-U) , since the odd

powers will vanish on taking the average of an indefinitely
large number of samples.

We shall write
2__ 0'22 O'.r +o,

’2 ‘ 2
= ‘(T_—rl—):-, 1'=?7'-2" s e e v. (10°5)
and assume that
V<], wi<l.. .. e eo  (A6)
so that we may expand in ascending powers of v2 and w?.
The moment cocfficients of @ may be written as usual :—

{dal =0, {da?}=p,(a). {da®}=ps(a), and {da*}=p.(a).
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By straightforward algebra! we then obtain the followi mg
cqlmtlonq —_

a=ay(l+2)(1 + 3w2+ 15wt + 105w’ + 945u8 +
10, 395w'%) ..

o(@) =2a?[v¥(2 4+ v*)(1 + 12w2 4 138w* + 1,740w®
+24,615w8) 4 10%(2 + 33w? + 4830w* + 7,290w"
- +120,330w%)] .. .. (1071}
=2ap%[2(v? + w?) + (v* + 240%w? + 33w?)
+ 12w?%(v* + 23v%2w?2 4 40w*) 4+ Gw*(23v*
+ 580v2w? 4 1215w*) + 10w®(1,7400*
+4,923v%0?% +12,033w)] .. .. (10°72)

ka(@)=8ay3[v4(3 + v2) + 3w*(3 + 1 11w?
+3,030w* +76,950w°) + 3v2w?(4 + 123w?
+ 2,833w? + 64,3201w0°%) + 3v2w?{9v?(3 + 621
+1,232wt) + 3v4(3 + 62w?))] .. .. (1081}

=38ay3[3(v* +4v%w? + 3w?) + (v° + Slviw?
+ 369v2w* + 333w?) 4 Qw?(3v° + 1836v4w?
+ 9612wt + 1,010w°%) + 18uw*(312°
+ 1,848v*w? 4 10.7200%uw*
+12,8250%] .. .. (10-82)

1y(@)=12a4*[v*(4 + 2002 + 50*) + w* (4 + 340w?
416,101+ 619,560w°) +
2v2w2%{2(2 4 145w? + 6,0162* + 206,55610°)
+v2(130 +4,833w> + 149,9040%) ,
+804(54+1,665w2)}] .. .. (10°91)

=12ay*{4(v% + w?)2+ 20(v® 4 13v*w?
+ 2902wt 4 1 Twb) 4 (508 + 864v8u
+9,66604w* 4 2,4640%:° 4+ 16,101w8)
+ 24wz(9v8+ 1,1100%02 4 12,49204 04
+34 496v2w°+2’5 81"3108)] .. (10-92).

When y is constant, i.e. when w,2=0, (or in any case where
the variance of y is neghglblv small) we have

e~ 5 ":r 2+ oy
A= ar=C3r {1+t

.o (10-6)

— 2 2 2
=(x g: ) Oy ';]:'x .. .. .. (10'63)‘
pa(a)=2 y— v3(2 +22)
»7\2 2 4] 2 2
(x gzx ) (O'z ';:zaz ) (ox ::’Z ) e .. (10.73}

1 I am indebted to my pupil Mr. Ananda Chandra Ray for verifyving
somo of the algebraic results.
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p.a(a)-—S 7 v‘(& + v?)

(Z—2")2 (0.2+ 0,22 (042 +0,'2)8
=24 - S yz’ +8 gf") .. (10°83)

8
p(a)y=12 f— . 04 (4 + 2002 + 5v4)

(T _;r )".(%24-% o i +360(v x)2 (oz+a 2)8
] gt y? 7°
+o.'2)*

+60(3£—g8'— ce ee .. (10°93)

=48

Al\o Bl—-p:; [J-z —8”2(9 ':’ v2 ‘nj ‘v"—-; ‘v°) o 0 o @ (10'94)
Bo=ps ne2=3(1 + 402 — 3v* + 208 — } . 08) «e .. (10°95).
11. We now define
1 1
b=-P Sl,[a1+a2+ . .-I=ﬁ S,,[a,,] sw  sm wm (11-0)
where a,, a,, as,.....a, are each defined by an equation of the
type (10°0).

Writing da,. da,, das,. ...da,.., and-db as statistical devi-

ations from the corresponding mean values @, @y, ... @5, and /
respectively, we have

Z<1+—>_ ,,[ ( d“”] e .. ..oQaron.

Taking the average value of an indefinitely large number
of samples,
s 1 -
B=58ld,] .. .. .. .. (11D
Squaring equation (11-01), we get

- db (Ib2 1 - 9 da,, (Ia_,2
ron e )i )]

1 - - a a,. da, .da,
+1-)—2.S',,S,[:2a,,.a,.(14- a:*' a:“ )] .. (11°02)

where S,S, denotes a summation for all pairs of values of p and
1', (p;ér)’

We next assume that a’s are statistically independent, i.e.,

(da,), (da,) are statistically independent for “all values of » and
r, so that

(p2r), {da,.da,}={da,?.da,}=....=0 st
{da,2. da,2}=py(a,) . ps(a,); ete. } Skl




1930} On T'ests and Measures of Group Divergence 553

Taking the average of an indecfinitely large number of
samples for equation (11.02), and writing p.z(b) as the second
moment-coefficient of b, we have

1 1 1
52 + pa(b) =13 S,L7,2)+ 3 SpS28, - @]+ prSilpalan)]. - (11-021),

Llumna.tmg b with the help of equation (11.1) we obtain
;zz(b)_-P2 Splpela,)]l oo oo oo (1102),

Again taking the 3rd power of equation (11.01),

- db av® db®\ _ 1 ( da, (Iap
b8<1+3 —g+3 72 +b3 =78 LSJI: 1+3 al,+3 7,2

da,3 . o - _ 5 da, da,?
+ -Is )] P3 Sy, [3a,,2.a,.( 142 ﬁ—l+{i_’2>

P » P

(1 +d“ )] .o (11-03).

Writing pg(b) as the 3rd moment-coefficient of b, and taking
the average of an indefinitely large number of samples,

b +3b . po(b) + pa(b) = 1%—3 S,a,2]+ 1% 8,8,(3a,%.a,)
+ % S(3a, . pala,)] + l—ig SpS,13a, - pe(a,)]
25 Slmala)] .. .. (11°031).
Using (11.1) and (11.2) we therefore obtain
() =35 8 {us(a,)] (11-3).
Now taking the 4th power of (11.01),

2 3 - Jp4
b<1+4‘-l£+6d—b-+4db o R [‘4(1+4d:f’
b2

B o )T P
da 2 da" da
+6 ”+4a3+_4 ] P4S,,S[ .a(1+3 a”

p
2
+3da dap da)] 6&,2‘*‘6'-2 1+2£¢_’_’
P" 1 a,
+dap (1+2 da, d(l; )] ee .. (11°04)..
a r ﬂ~,.

I’
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Writing py(h) as the 4th moment-coefficient of b, taking average

values, and eliminating (5), p,(b), and py(b) with the help of
(11.1), (11.2) and (11.3), we have finally

1 6
f"’-l(b) =I'Ti Sp[”'4(a'p)]+'l_;i S})Sr[}“'z(ap) . #2(“1-)] .. (11'4).

The above results could of course have been obtained from
the more general formule given by Professor Tchouproff (13).
For example noticing that his N is our P, and that his
paN)=p4(b) in our notation, we find from equation (8), p. 286
of his paper (13).

3 1
P'A(N) = l“'t(b)=f"4(b) — I’Tz' . l"z[:?" P] g ']_)—4 Sh[}‘%(ap) s 31“22(“}1)]
Nince in Tchouproff’s notation,

_ | .
ul2, Pl=1 S{pale,)]
it immediately follows that

6
D)= S, La2(@,)]+ i ;S Lialay) - wala)]

1
+ -F‘ Sp[Pq(ap) - 3#’22((11‘)]

6 1
=Fi S,.Sr[!‘z(“p) . F‘z(“r)] e P_i Sp[f“'&(a‘]))]

which is identical with our equation (11.4).

12. To prevent confusion, we shall now restore the full
notation, and write z,,, T,,’, Ty T as the observed and
¢« true > (or mean) values of the statistics for the pth character
and the ¢ and the ¢'th sample respectively. We shall also
write 2%, %,,’? and Zy,? as the variances of x,,, v, " and g,

Zp®+ 2 , 2.:2;’/;)2 (12-01)
ey — ’ ) — ) ° o Y o 0 - .

T (Fp Ty 2T gt

If §j,=k,=constant, we may put w,?=0, and obtain

p=l S[S___-___L]+_1 S [Qi,:r_ﬂ__] .. (21

Then v,*=

P k)2 S ky?
b= 5, | s e (2""2;,;8”“12)]
+l_'§_ésp[(__2m".’*,;§m'_ﬂ?] e .. (122)
psb) =25 S»[——_(i’"’ ;,?m')z ' (5'————"2:,,‘?”"'2)2]

8 2 r2\3
+ﬁ§S,,[‘Z”" 2L a9
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P«(W:i—ﬁsp (:%W;‘fm’) (2 +2m'2)2]
l)

+2}_.QS (Zpg —Tpg')? (Zmz'*‘zpq'z)s (Zpg® ’*'Zm'z)4
Pt Cr Tt Ty S,
P; T 8 [ { 4 (Zq 2"—::1’!1')2 (2,2 + 23
A k2
+2 (“:l’q ,2)2} {4_ (‘qu + r7"1 )2 (2,.{12-*1;5’?’2)2
> 2 12\2
( rq + rq ) }] s (124)

13. When the two samples are drawn from the same
group or population (%,,—%,,)=0 for all valuecs of p.

The mean value (b) will not however vanish. We there-
fore introduce a small correcting term! and define any measure
of group divergence by the general formula :—

ne 2] ’2
Uz-_—%s,,u‘?ﬂ_]%'l_lj _.P-S [(2"" + 2 )] . (130)
L r

so that the mean value of U2 is given by

1, [@p—Fp)? ]
2—_ b Ml /L - 5 ' ‘1).
U —PSPL %7 | (13-'1)
It will be noticed that U2=0, when (z,,—%,,/)=0 for all
values of p, t.e., for two samples drawn from the same group or
population.

The variance and the other moment coefficient for /2 will
of course be the same as those for ‘b ”’, and will be given by
equations (11-1) —(11-4) or by equations (12-1)—(12:4) as the
case may be.

1 1t is true that equation (13:0) may sometimes glve a negntl\ e value
of U2 (or what amounts to the same thing, an imaginary value for U, the
generalised distance between the two groups). It will be noticed, however,

2 ‘2
that the correcting term -lS [(ﬂ‘l_kiﬂ_)‘] is a quantity of the order

})

of errors of random samplxng, so that a negative value of U2 will occur
only when the observed value of the divergence is of the order of (or
smaller than) the errors of random sampling. The statistical implication
is obvious; in such cases the divergence must be treated as imaginary,
t.e., non-significant. It will be remembered that C2, the Pearsonian
Coefficient of Racial Likeness, will also (in similar cxrcumstances) some-
times assume negative values.
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IV. A COEFFICIENT OF DIVERGENCE IN MEANS

14. We may now proceed to construct different co-
efﬁcxents of divergence by substituting suitable values for

Zpgy %pg'» a0d &y In equatxon (13.0).

Let us put
— iy B B .
Lpg =M, Tpg =M, , and k)=o) .. (14-01)

where ¢,2 is a reliable constant value of the variance for the
pth character.! If the size of the two samples are n,, 7,
respectively, then (neglecting differences in variability between
the two groups) we may write

— ——

2 2
2=9'—l'—- 2 '2=-—(J—'p—' .o .o ‘Uz
pI. il .. (14:02)
- 1 1
01,2(-—- +—)
5 Npq n,,q 5
and Py = » wpt=0 .. e (14:03).

(mm - m,,,, ¥

Calling this particular coefficient D2, we have

D2=%"S M ——S,)(( ] L) (14'0).
o2 = Mg "’m

With mean value

1 o [(Mpg—1pg")2
=8| 117 .. .. 141
J s e ( )

— » -

(m m,,") 1
(D% = 7 7
po(DY= S[——~— T )]
S, ( .. (14-2)
P2 [ Npg "m .:]:
24 (m m,,')
#s(Dz)=—-S;[———M 1 ( ) :I
P3 ! 0112 I”l l"I

e s[ﬁﬁ@-)] . (143)

1 This constant value of 5,2 may be taken from a very long series of
measurements, or the average value of a fairly large number of estimates

based on smaller samples may be used with advantage.
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‘(D’)——S”[(ﬂma_:nﬁ(nm Tpg’ ) ]

BT ]

S [(
Npg ""1"1

2
+P4SS[{ (ﬁzﬂ_%)zl (1 ...

o, Mpg  Tpg

Mg —Mpg’)? 1 1
LI 5 }{ 4 .(_ra,z_r_flL(__ + )
n,,q Npg o) Neg = Mg

+2 i+—1——,)2}:' .o (14:4)

Npg  Nyq

where S8, denotes a summation for all possible pairs of values

of p and r, (p#7).
15. If the size of the sample remmns co'nsta,nt. for all
characters, t.e., ny=n,=...1n,, and n,,'=n’,=...n,’, and

we write,

2 1 1

= --+—,) ce .. .. (15°01)
ng \Mg Ty

then the above formule take a much simpler form.

Let us write

7 oy (M —myy’)*
2\ —\"q Pq
(@)=

and substitute these values in equations (10°61)-(10-91).

2
L= .. (15°02)

"02=
n,

Yy

|
i
So
IS

=2
a,,=(dp2)+ﬁ—q R €320 §)

yz(ap)=§(2,,2+7_%).. Y s 1:2>)|

"_”'I q
32 ro, 2 g
ps(a,,)—ﬁ—qz(:%dp +‘ﬁ—q _— . .o . . . (15 3)
192 2 3 =
m(ap)—-—((d 2241022 ) e a5,

q /4
Substituting these values in equations (11°1) to (11'4) we get

= 1 = 2 -
b=-PSp[(dp2)]+.7_; O ¢ ¥51%:9)
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1  [8(+.,1
#z(b)=172‘5'r[,-7q(dr2+f7,,)] e e (156

#3(6)—1,3 ,,[_ 2(3((12)+—)] P

Also choosing Tchouproff’s form for py(b), we have
31 21
p.4(b) ='p'2 { P Sp[l"'2(ap)] } + P Sp[lﬂ(a)’) - 3!"22(“';))]

= 1 s
Writing D2=PS,,[(d,,2)] N O 1 %))

we notice that

IPS"[M a,,)]} { [%(d"pz-;-ﬁl;)]}z

Il
T —
3'[ 0
-
A
%l
+
:-I d
[(S)
——
—
[ -]

2
=ﬁ { (D?) +— 1 .
iyt Ty
Again
' 192 d2 5
puay) =3pa) =25 { @410 24 25 |
- 2
-3 { :5-( d,?+ _i) 1
N, n,/J
192 >< 4
l)
Therefore

1 _T192x4 1
}174‘S’p[Fh(ap)"‘?’Pzz(ap)]:-PjS,,[ _X {2( o [ S ]

192 x4 1
”P3 . [)(1)2)+ ]
Y
Thus

3 X 64 192 x4
py(b)= {(Dz)'*' } +ps 53 3{“(D2)+;{ 1
]

2‘2

192 [{
52 iy *

16. We may now sum up our results for the coefficient D?

defined by
—_ )2 9 :
D= S,,[(l”ﬂ—_—’"L)]—:— .o .. (16:0).

2(D?) + — ] (15-8).

n,

P 2

Op
The mean value is given by
2
(D2)_—S,,[’-’1'-“i—m—""l] e as  ws (16°1)
%

2
»
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Writing 8=(n,.D?% .. .. .. .. .. (16-11)
we have pz(Dz)———[(Dz)+—]—8(8;12) ee s (16°2)
7

32 = 32
pa(D2)=W [3(1)2) +1:?" ]:M .« (16:3)

52 5 3
1 . b,

*“*(m)‘wlg%z[{(Dz)+ }+P—'{2(Dz)+"‘}]

2
leq“[(8+1)2 (23+1)] c e . (169

——{3(D2)+%} 3 @eop
{(D2)+ } =P BF1P

o[ {214} ot (oot} ]

pi= (16-5)

Bz=
1 2
{(D2)+ }
L 12(2841) 19584 1854 6 -
=3+3 T3t osaimas B - - (66

Even when the size of the samples is not absolutely constant,
the above formule may still be used without appreciable error
if the fluctuation in the size of the sample is small, and we write

2_1or(1, 1 "
'lbq 1) (npq-{-?—l;—) o 1o . ( 7).

Further when the magnitude of (D?) is of the order of, or
greater than ;1_&9- , it will usually be possible to neglect even large

q
fluctuations in the size of the sample and use a mean value of
(7,) as defined in equation (167).

Finally when the two samples are drawn from the same

population (D?=0), we have
(D?)y=0+ * 67449 . — J .. (16°8).

17. Since the standard deviation of (D?)

=}_/8(8+1)'
N, P
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we notice that the ratio

Value of D? _E _ P
Standard deviation of D* ~ #, ﬂ"/m
— P8 )
S+ e.. (17-1).
Ior any assigned value of ¢, that iy for any given standard of
statistical significance, the above equation furnishes a numerical
relation between P and (=, . D2.)

For example, if we decide to consider D? to be significantly
different from zero when the numerical value of D? cxceeds 25
times the standard deviations of D2, that is if we fix the level
of significance at e=2.5 (which corresponds roughly to odds of
80 to 1 in the case of a normal distribution), we get

: 50(6+1
P=_(32—)

IFor moderately large values of 8, £ is approximately equal
to 50 8, or P.8=P. 0, . D?*=50 approximately.

For any given value of P, equation (17°2) may also be
used to determine the lower limit of 8 for which divergence
can be asserted with safety. LFor example for =1, § must be
greater than 50 ; for P=10, 8§ must be greater than 6 : and for
P=20, § must not be less than 3. In usual anthropological
practice it will not be often possible to increase P beyond 20.
and almost never beyvond 100. We conclude therefore that
even under the most favourable circumstances (P =100 or more)
the size of the sample (#,) must be large enough to vield a
value of 8§ greater than 1, while usually (for P=20 approxi-
mately) the value of 8 must be greater than 3 or 4.

18.  We may now investigate the nature of the frequency
distribution of (D?).

For §=0, B,=3+3i8 .. .. .. .. .. (18.1).

"The Pearsonian criterion &y =(6+ 38, —28,)=0, and the (.listri—
bution will belong to Type IlL of the Pearsonian family of
curves.

(17.2).

Again for 8=, Bo=3+4+.8 .. .. .. .. (18.2).

It will be easily scen from the accompanying sketch that
equation (18:2) gives a straight line lyving wholly in the Type I
region on the 8, — B, diagram.

We conclude therefore that the distribution of D? will
conform generally to Type I of the Pearsonian family, except
in the case of two groups (or samples) taken from the same
population, when the distribution will pass into the Type IIl
curve,
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W o

S e
0:5 10 15 2:0 2'5 3:0 3:5
Distribution of D2
|
Xl
\ l
I
N S 3 pee2)
i L }

Typel]]I-!'l-rle_- e %

$:0..8;* i3+§-/3l--- ' (18°1) ~®\

‘¢ On Tests and Measures of Group Divergence.”
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19. When 8§=D2=0, i.e., the two samples belong to the
same population, we have (1, p . 90)
8 64 192 ( 4)
- == = ] e —
D*=0, pe=p 53+ ms=pr 58 M= P7_pp Ity
.. (19.1).

8 o 12
ﬂl=75 ’ Bz=3+’ﬁ

The cquation to the frequency curve is given by

—t-‘. .
y=y,.¢ " . (l +§) with origin at mode .o (19.2)

\

4 P
where p=5-1=-5-1,
P=RT T
2ps,? 2( 2)
2 K3
=" — " F=_—_1[]1—-~=
By 2p2 7y pr
_ N plr+D $
W=7 - T T) .. (193).
s 4
' —Mean=—{ &=— —
Mode — Mean 2 o2 pr,
2 2
Start of the curve={Mode—*“a”}=— =
)

When & is small in comparison with 1, 7.e., the two samples
belong to closely associated groups, we may still use a Type III
curve without serious error. In ascending power of § we have
8 g 5 ’ )
51=ﬁ (1— 382+ 58%—1384)

o
Ba=3+ oo (1— 824280~ 38Y)

p=—1% (1+38%2—38%4 3¢ . 8% —1

a=2 (L4484 182 15+ (589 , .04,
q
4 1 182 183 4
) (1+ 38— 4§82+ 53° — 43¢
g
4

(14 48— 432+ 489 — 439

l\' -_— —_—
Iode — Mean F.%,

Start of the curve= —1_%- (1+432—-28%+ 1%:8‘))
a



1930] On Tests and Measures of Group Divergence 503

When & is significantly different from zero, we have a
Type I curve defined by (1, p . 54) - '

y= y0(1+—) (1+ R ¢ U1

where the frequency constants are given by the following
equations.

Let TEM.— {6+4(38+1)} +2(3+])3

6+ 38, — 96, 52 5 LP.. (19:61)
and g2=16(r+ 1) + B,(r + 2)?
8 2 D
_ [8(3+1)%(1382+ 125 +4) Pt

5t
: 315552
+{688+32(078 +ooéf +248+4)}
32(38+2) (484 4+ 128341362465+ 1) 19-62
TR |- aoe2).
Then a,+ay=49V g, — =_2 )
a, Qo

-9 —
(my , ma)=4r—2) £\ =2/,
g
- (19:7).
N (my)™1 . (mg)e  I'(my+mg-+ 2) ./
(ay+ay) * (my+mg)"y*y  I'(my+1)(me+ 1)
3 2
Mode — s BB (T+ )
Mode — Mean 1\ )
When 3 is large in comparison with 1, expanding in powers

of( )
e DE OB OB O
pma 2310 (2

b

Yo=

1)2—2(—18)8§]> .. (19:9).
~foris@)ea(2)}
+2{(8+3)+3(15)+(%)2}.P ]
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V. RESULTS OF SAMPLING LEXPERIMENTS

20. I give below the results of a few sampling experi-
ments which were undertaken to test the above formul:e.

Remembering that the original material (from which the
samples were drawn) was supposed to obey the normal law of
frequency, we can use a table of the probability integral
(Biometric Table II, pp. 2-9) together with Tippett’s ¢ Random
Sampling Numbers ” (Tracts for Computers No. XV) in the
manner described in illustration I, page (iv) of the above tract,
to form samples from a normal population. Using 11 sheets
(Nos. 1, and 16-25 of the above tract), 11 x400=4,400 in-
dividual random samples from a normal population were
obtained. Combining 5 such samples at a time, 11 x 80=880
independent samples of the mean of 5 individuals were next
calculated. Combining these 880 values in different ways and
subtracting, 4000 sampled values of (m—m’), (or rather of
(m —m’/a), since the sampled values were all expressed in terms
of their standard deviation) were obtained. Squaring su,clx
differences, 1 finally obtained 4000 sampled values of Qf—a—;n—)J

Taking them separately we have obviously a sample of
4000 values of D? with #,=5, P=1, and D?*=0, (on the
assumption that all the samples are truly random?!). Again
adding them up in batches of 5, 10, and 20, I obtained samples
of size N=800, 400, 200, and P=5, 10, 20 respectively. The
sampled values were then grouped, and the frequency constants
calculated in the usual way. The actual mean value was
calculated by direct addition (without grouping) in order to
keep it free from errors due to grouping. The mean value
obtained from the grouped figures have been given within a
square bracket only for purposes of comparison.

For D?=0, n, =5, we have
0-32 0512 0-3072 1 4
K= P B3= 1)2 y Pa= P2 +ﬁ

31=‘§ " ,82=3(1 +%), Mode —mean= _Qﬁ

(20-1)
o

(1) P=1, 7-1,,]=5, 52=O, Bl=8’ ‘32=15, N =4000,
x1='010665.

1 On more careful consideration I am inclined to think that this
assumption was not strictly fulfilled in my experiments, for the reason
that only 880 independent values of m(or m’) were used to obtain 4000
values of (m—in’) so that a certain amount of repetition was inevitable.

This point has been further discussed for ny=20.



1930] On Tests and Measures of Group Divergence

565

Using equations (lil), (liii), and (liv) on page 1xi of the
Introduction to the Tables for Statisticians (10), 1 find

Ba=273, B,=1755, Bs=19, 762, By="T4, 417.

Using equations (Ixxv) and (lxxv bis) on p. Ixv of the same
Introduction wo'get

V/NZg, =17807, \/NZp,=20586.

Again using the same values of the B-constants in equation
(27) of Kazutaro Yasukawa’s paper * On the Probable Error of
the Mode of Skew Frequency Distribution’’ (17, p. 266) I found-
B,= —125/18, By=—17/6. B;=+19/6, and B,=—19. Substi-
tuting these values in equation (29) of the same paper I obtained
the ratio of the probable error of the mode to the probabhle
error of the mean=163 approximately.

TABLE 1
Statistics | Expected | Observed Difference
Mean 0 +0-0208 0-0208 4 0-0060
Mode--Mean| —0°8 —0-7470 00530 + 0-9834
ne 0-32 0-3158 0:0042 + 0-0128
. 8-00 7-0073 0 03254 0-8421
Bo 15-00 12:6000 2-4000 + 20574

The probable error was of course calculated from the expected
value of the constant in each case. A glance at column 4 will
show that agreecment between expected and observed values is
quite satisfactory.

(2) P=5, 7, =5, D*=0, B,=16,B,=5"4, N =800, x, ="02385.
Following the same procedure I found
B,=23-68, B,=862, B,=555'84, B,=2548'84
and B,= —53/28, By=+5/14, By=+23 14, B;=—5/21
Hence 4/ NZg =1270, v/ NZp,=35'52, and the ratio of the

probable crror of the mode to the probable error of the mean=
4-775.
We now have the following table :—

TABLE 2
Statistics |Expected |Observed | Difference + Probable error
Mean 0 [0-0190] 0-0208 + 0:00803
Mode—Mean| —0-16 -0:1593 0-0007 + 00288
ne 0-064 0:0663 0-0023 4+ 0:0032
Bi 18 16303 00697 + 0-3038
B2 5'4 5-2451 0°1549 +0-7942
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(3) P=10, ﬁq=5s D=0, Bl=0.8s 132=4'2, N=400,
x1=°03372.

From Yasukawa (p. 277, Table II) I find ratio of probable
error of mode to the probable error of mean=2:3991.

TABLE 3
Statistics | Expected | Observed Difference
Mecan 0 [0-0208] 0-0208 + -0060
Mode —mean| —0°08 —0-0777 *0023 ++0145
ue 0:0320 0:0355 0035 +-0019
B 08 1-0919 2019 + 2293
B2 42 4:5253 3253 46811

(4) D*=0, #,=5, P=20, N=200, x,="04769.

TABLE 4
Statistics Expected Observed Differcnce
Mean 0 [0-0213] -0208 4 -00603
Mode-mean —0-04 —0-0664 ‘0264 +-0105
ue 0-016 0:017535 -001536 + 001230
B1 0-4 1-0360 ‘6360 +°1908
B2 36 4:6651 1-0651 +°6176

21. Following the same procedure and using the same:
converted sheets (Nos. 1, 16-25) of tract No. XV (15), 220
samples of means of 20 (7.e., 7,,=20) were obtained, combining
them in different ways, and squaring- 4,000 sampled values of
(m —m')?/o? for n,=20, P=1, and D?=0 (on the assumption of
random sampling) were calculated. In the present example we
have :

- 0-02 0-008 ‘0012 4
D*=0,7,=20, m="F , ps="pg » m="pr (1+3)

8 12 0-2

ﬁ1=-1; s Ba=3+ P Mode-mean= — —-

P
(5) D2=0, #,=20, P=1, N=4,000, x, ="010665.
TABLE 5
Statistics Expected Observed Difference
Mean () [-0163] -012080+ -001508
Mode-mean —02 —-1998 ‘0002 + °2445
B2 -02 1022720 -002720 4 °*000798
1 8-:00 70277 9723 + -8422
B2 , 15-00 12:7096 2-2904 +2-0574
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The mean value of D2 as directly calculated (without
grouping) was 0°01208, and this is the value shown in the

Table.
brackets.

(6) D?*=0, 7,=20, P=5, N=800, x,="02385.

The grouped value has been shown within square

TABLE 6
Statistics | Expected Observed Difference
Mode-mean —-04 03474 ‘00526 +-00720
Ko *0040 *004073 *000073 + *000200
B 1:60 1-1853 4147 43038
Be 540 4-7273 ‘0727 +°7942

(7) D*=0, 7,=20, P=10, N =400, x,="03372.

TABLE 7
Statistics Expected Observerl Difference
Mode-mean —0-01 —0017183 ‘002807 4+ *001508
K2 0:002 ‘002066 +000060 4 003618
B 0-8000 5734 2266 +-2293
Ba 4:-2000 4:5795 3795 46811

(8) D?=0, 1, =20, P =20, N=200, x,="04769.

TABLE 8
Statistics Expected Observed Difference|
Mode-mean | —0-01 —0-012191 002191 +-002637
77} *0010 ‘001346 000346 4- *000077
B *4000 ‘4416 ‘0416 +°1903
B2 3-6000 2-8851 7149  +-6176

The agreement with theory is satisfactory in every case

with the single exception of the mean value of D2 Instead of
the expected value D2=0, we actually obtain D2=0'012 +°0015
showing a deviation of 8 times its probable error. As this dis-
crepancy was very puzzling, I checked the whole arithmetic
most carefully, but without any tangible results. On more
careful consideration I gm inclined to think, that the dis-
crepancy may be attributed to a slight bias (or deviation from

random sampling) introduced at the stage of obtaining the:
differences (m—m’). It will be remembered that from the 11
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~ converted sheets we had 11 x20=220 independent samples of
means of 20. These 220 values were used over and over
again (although always in different combinations) to yield
4,000 values of (m—m’). A bias was created owing to the fact
that the different combinations were taken in a certain syste-
matic order, and not in a perfectly random manner, and also
because the process was stopped when the number of differences
reached 4,000, so that all possible combinations could not be
included..

I now realise that I ought to have (a) used a larger numher
of Tippet’s sheets, and (b) formed 8,000 random values of means
of 20 before proceeding to take differences. I intend to repeat
the expetiment at the earliest opportunity.

Tf we assume that owing to the bias discussed above the
actual value of D?*=-012 (and not zero), with #,=20,-6§=0-24,

we have

,1,2=——I)—, }L:‘——Tz—, ”4:——132—_ 1'5376+‘——

0228 -01088 10012 [ 5-92]
P

77429 11-5547
= P ’ﬁz=3+'—P—‘:

which lead to a slight improvement in the agreement with
expected values. _

22, I next turned to the Type I curve for values of D240,
i.e., for samples drawn from different groups or populations.

(9) Taking one series of 800 values of (m —m') I found that
the mean value of D2 was 0-00 9564. Now adding 02 to each
individual value of (m—m’), and squaring, I obtained a sample
of 800 for D2=-0095 64+ (0-2)2=0-049564. Calculating the
frequency constants in the usual way I got the following
results :—

D?=0'049564, #,=20, 8&=099128, P=1, N=800,
x1='02385.

TABLE 9
Statistics Expected Observed Difference
Moean ‘049564 ‘055416 ‘005852 + +004760
ne : 039826 037837 001989 + 003152
By 6-2663 5-1978 1:0685 +1-2290
B2 12:0262 9-6168 2:4094 42-7835

(10) Taking a second series of '800 (for which D2 was
*004050) adding 0'8, and squaring, I get a second sample for

D2==+644050, §=12-88, #, =20, P=1, N=800, x,="02385.
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TABLE 10
Statistics Expected l Observed Differenceo
Mean *644050 *663126 ‘019070 + 012504
n2 +277620 280092 *002472 4 °012078
)3 1-2352 ‘0600 2056 +°2005
Be 46044 3-9359 ‘6085 45020

(11) In the same way, adding 1'1 each to a sample of 800
values of (m—m’) for which (D2%) was 005049, I obtained a

sample for

D2=1-215049, §=253, #,=20, P=1, N =800.

TanLE 11
Statistics Expocted | Observed Difference
Mean 1-215049 1-182362 *032687 +-°016625
K2 +486020 563690 ‘07767 4020928
1 -6928 1:3798 6870 ¥-1331
B2 3-9299 50756 1-1456 4-3726

As a last example I added all the above 3 sets of 800 each
and taking the average of each triplet obtained a sample for ’

D?=0636221, §=12'7244, #,=20, P=3. N==800.

TABLE 12

‘Statistics I Expected ] Observed Difference

Mean 636221 1633034 *002587 4007188
P -090830 ‘084744 *0060SG6 + -003506
B 6242 -4730 ‘1512 -1009
Bz 35617 3-3765. |  -1852 }-2465

23. We have thus tested experimentally the distribution
for #,=5 and 20, §=0, and P=1, 5, 10, and 20. We have also
tested the distribution for #,=20, P=1, and 6=0°8, 128, 252
(approximately), and finally for 8=12'72 44, 7, =20, P=3.

The difference between expected and observed values of
the frequency constants was in most cases less than twice the
corresponding probable error. In one case (D?=0, #,=20) the
mean value gave a highly discrepant result. We have reasons
for believing, however, that this may be attributed to a bias
introduced at a certain stage of the sampling experiment. In

one other case (it,=20, P=1, D2=1°215) the agreement is not
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good, but taking the results as a whole they may be considered
quite satisfactory.?

VI. OTHER COEFFICIENTS OF DIVERGENCE IN MEANS

24. We can construct other measures of divergence in
means by choosing different values for k,. Let us take
kp2=3,%, where §,® is a reliable constant value of the inter-class

variance. Then we obtain a second coefficient of divergence in
means

§7\2 (7,
——SI:L%L_L] PS [: L\ — +—)] (26:0)

with mean value

(D22 =—S [Mpq q)z:] . .. .. ('26'1)

and

(Mpg—mp)2(a,27 1 1
¥ 2__.3 \pa —pe ) )9 [~
“‘..(DZ) [: §p2 {5 2(nm+npq’ }]

+—- S ["" ( - nm) ] .. (26:2).

1f the size of the samples remains constant? for all characters,

‘ 2 1 1 )
we may write as hefore -_-=(— .3 —,) , and obtain

'nq nq 'I,I
1 (Mpg—m’ 1,0)2 2 l u «
2 — et o SIS L L e s l’ .
1 Mg — Mg )2
(D22)=1-)S[(—7'l'17§p12—”';)] e e L. (269
8 Mg —Mpg' )2 G2
Pz(Dz)—'P’ = Sy'[( pq_zm) .:’,2]
r r

8 (ot 26

It is also possible to derive an exactly similar set of equations
for a third coefficient Dg2 by putting k,2=2X,2, where 22 is a

1 1 am indebted to my assistant Mr. Sudhir Kumar Banerjee for help
in the arithmetical calculations in the sampling experiments.

2 Or when the ﬂuctua’cnon in the size of the sample can be neglected,

and a mean value of ny as defined by equation (16:7) can be used without
appreciable error.
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reliable constant value of the ¢ familial”’ variance as defined
in equation (2:8).

25. It will be noticed that we have deduced the above
expressions on the assumption that 7,2, 8,2 (or Z?) are all con-
stants, that is, on the assumption that the variance of these
quantities are negligibly small. This assumption will be
justified only when the estimates are based on a very large
number of individual observations. In actual practice it would
some time happen that we are obliged to base the estimates
for 7,2, 5,2, or £ ;2 on observed samples. In such cases, unless
the size of the sample is very large, it would not be proper to
neglect the variance of these quantities.

Let us consider the case Z,,=m,,;, Z,, =mMp,’, and k2= 01,2,
where 0,2 is an estimate of variance based” on n, effective
observations. If the size of the two samples are n,, =,/
respectively, we have

’

- 1 1
Opz(n—"f';—,
& S (27-1)
(mpq‘—mpq )
2 1 1
e 27
w,, B, " TE 2n, . .. (27°2).
We then have for the quantity
1 (Mpg — Mg ) o7
b—P.SP[T] e (-41 3)

the mean value

- 1 1
R N G =,
,[: M)q »q 1+ pa Mg

- 1 '
b=la - Moy (1+a,)] 27°4)
P oy’ (Mg — My )? !
1 m, —My,')
=FSP[ m_2:q (1+°‘p):l
Cp
1 1 1
= s N Y ..o (2741
+PS[("'7"1+"M’)(1+“’,)] Sl
where

3
°‘"=(2 T T 2 T8 g T 16 . myt 32 my

is a purely numerical factor.

15 105 945 10,395 )

When n,=n is same for all characters, and n,,, Ny, are

0y 2 1 1
also constant, so that we may write —={( —+ —-,-), we can
Ng \Ng 7y

define a measure of divergence
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1 (mpq—mp,") 2
Dz (1+a1) S[——_Qz—- —_—— e - (27'6)

oy 'nq
where

(3,15 105 945 10305
“l‘(2n & 83 16nt T 32 'n5)
When n,, n,,', and n, are not constant, we may still define

1 1 \(mp,—m,, )? 1 1
2—_ r r D (L .
D, —PS" {(1_*_%) = } (nm+npq )] (27-61)

»

. (27°51).

where «, is given by equation (27°5).

The mean value is given in both cases by
= 1 Mg — Moy’ )2
(Dl2)=p Sp[(—pq—?gq—-:] .o ee  ee e oo (27'7)

which will again vanish when both the samples are drawn from
the same population.

From equations (11:2) and (10°7) we also have

oy’ 8 = g . 1
"2‘D‘2’=('1T2o7,')'2(1'3‘?q)[w‘ 2

2005/ (Mg — M)
k. S S Pa pq
+(1+a1)2 [ ]
=(1+ag) . | (D)4
AR A D LN
(mpq m,,,,) .
+205. P Sy —H=—H | .. .. (278)
O’,,
where
,__1+_1_ 138 1,740 24,615 )
%2 = 4n%2 8.7nd 16.nt
,_ 2 . 54 558 . 8,520
%= tIw T TTom
and > .. (27°9).
_3 63 207 12,645
%= 4.n2+ 3.n% ' 16.n4
1,27 | 279 4,263
%= R Y |
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It will be noticed from the above formul® that n must be
fairly large in order that «;, «,, and g may be negligibly small.
If this condition is not fulfilled, and values of o,* based on
small samples are used for calculating DZ%, we should not be
surprised if considerable fluctuations occur in observed values
of D2 from sample to sample.

26. Again let us choose k=21 ,% where M,? is a reliable
value of the inter-class mean for the pth c’immcter. As
before we have

- 1 1
op | = s
o Npg  Npq

‘U_’-— — — , LI ° e oo oo ) 28'0
. (M pg—Mpg ) ( s

wz'—'.__-.‘ e o e 0 o o0 o o e o oo (2802)

and we can easily obtain the necessary formule by substituting
these values in equations (10°6) — (10°9) and (11-1)—(11-4).

If M, is derived from wider material than the samples
under consideration, we may treat it as a constant and
pubt w,>=0. In this case we have

1 M pg—Mp'q)?
D42="‘p' Sp[( PfIM?2P q’,

1 o2 [ 1 1
_'—S[ 2 + ’)]oo 28.1
P PLMA\nyy 7y, ( )

with mean value

o— o —— 7y2
D,2=%S,,[(m”"M:Z””)] o sm ww  ws e (RO

and

4 [(mp—mp')? op2 (1 1)}
2y — % pg— Mpq n
r(DF)=138p M7 AT +'npq'

3 o ot r L ] 4@ _
+] Fam ir) o 8D

When the size of the samples are constant, we may write

-_?- e +—]1—,-) , and also writing
Mg \Mpg Tpq

1 02 1 oyt .
VZET) Sp[(l%p—pi)] ,and V=5 Sp[(ﬂ?;;)] .. (283)
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wo have

(Mpg—m )% 8
ﬁSp pqﬂlpz £2 _]_l —;_;" . Vz . . .o (28'4)

and

8 (M pyg— 1 pg' 2 { gt ) ]
2y — »q P9 P
#(PEA=5 75 Sp ME C\D2
8

+.-f_)—._‘ﬁ—q§. Vi «s (28'6).
Similar expressions can be obtained for a fifth coefficient

D¢ by using the “familial” mean (m,) instead of the
inter-class mean (M ,).

VII. THE PRrINCIPLE OF lEQUIPARTITION OF VARIANCE AND
- A COEFFICIENT OF IFAMILIAL DIFFERENTIATION
217.

Thero oxist certain algebraic relations between o2, 8,2
and 2,? which are of considerable interest in connection with
the question of the choice of a suitable value for k2.
We start with the algebraic identity :
SqSt [(qut - 'mp)z] =Sq St [(x,,q, e ﬂl»pq)z] +
Se[npgnpg—BdI)%] .. .. (29°0).

Using equations (2:8) and (2:4) we have from the above
equation

np. Z2=8,[(npg - 0pgD ]+ Sq[npg(mpg =A%) .. .. (29°1).

If the size of the sample is kept invariable for the same

character for all the samples, ¢.e., n,, is constant for all values
of g, we get

fip e B2 =g Sg[(0pg®] +7pg + Sa[(Mpg—M)?] . .. (29°2).
Using (2.9) and (2.6) we obtain
NpZp2 =m0y « (N pop?) +7pg « (Npsp®) oo .. (29°3).
But when n,, is constant for all values of g, we have
npy=Np.np,, by equation (2:2). We therefore get finally
=28 cs  se we v (294

The total or familial variance is made up of the average
variance within the group (when the size of the group is kept

constant) together with the variance for variation from group
to group.



1930] On Tests and Measures of Group Divergence 575

28. Equation (29-4) is very suggestive. Consider a popu-
lation which has become differentiated in course of time into a
large number of different groups. It leads us to enunciate a
proposition that, when the variation has proceeded in an
absolutely random manner (and for a sufficiently long time),
the total variance within the population would tend to become
equally distributed betwecn the different modes of variation.

We may refer to this proposition as the principle of equi-
partition of variance. When the variance within any particular
group reaches a certain limiting value conditions would become
unstable, and the group would tend to break up into two or
more sub-groups. On the other hand if the variation within a
group becomes too restricted, the group itself would tend to
disappear or become absorbed by other groups. For absolutely
random variation therefore we may expect that

Z2=20,2=2s2 .. .. .. (30:0).

29. The ratio of the inter-group' variance (s,?) to the
average intra-group variance (o,%) would thus furnish a conveni-
ent coefficient for the measurement of the differentiation within
any given collection (or family) of groups. We may call such a
quantity a coefficient of familial differentiation and define it by

P ENE)] - o w

where
28,2 1 o p2 1
2 p __ 2 — P — .. ‘ .
Ve = 8,2 2.N,° Wp ;pz 2.n, (31-01)
and (1+47,)=(1+4v,%)(1 4+ 3w,2+ 15w,* + 105w,°
+ 945w, +10, 395w, .. .. .. (31'02).

Here N, and n, are the effective numbers of observation

on which the estimates of the two variances s,% and o,? are res-
pectively based.

For any given collection of groups, N, the number of
groups will usually be considerably smaller than n, which is a
number of the order of the total number of individuals in the

whole collection, and

5 may therefore be neglected in com-

2.7,

; " 1
parison with 2—N_,, .

1 It would be better to ctll it the co-group variance, so that it may
be clearly distinguished from the intra-group variance.
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Thus when w,?=0 approximately, we have

2=;—,S,,[(§—-’;)(1—_év—p§)] ce .. (3L
72=%Sp[(-§f-:>] N 1 B 5 )

where s 2 and cr,,2 are mean values of s;? and o,? respectively.
Also usmg equations (10°6)—(10'9) and (11-1) —(11-4),

2
(f2)= =% S s,,2 vp2(2 — 3v,2 — 4v,t — 5v,°
pe(f by b

+6v,,3)}] .. .. (319

pal. f2)_ [( ) {v,, (3 —8v,2+ 1501
—24%6)}] ee .. (31'3)
o f2 )_P* [(s,, ) {vp (4 +4v,2—35v,*+100. v,,“)}]

+T’_‘ S,S, [ { (%—”2) . 022 — Bv,2 + dvt + 50,0
g2

s 2
+ Gv,,s)} { (%) 0,22 — 3v,.2+4v,.4—5v,.°+6v,3)} ] .. (31-4).
Ip

When N,=DN is constant for all values of p, we may write
the above equa,tlons in the following form:

=) 25255 ()] - - e
with f'b’:%é’p[(f—”z)

with mean value

(31°51)

|

) Y ¢ O
{ ..

) ]+

P’2(f2)—N y}z)z S

on  we  ms s sw [B1T)

12 .9
2 4 Q
ml S =Fp S

(2
#3(]2)—1\67 }1’3 Sy (8”
&

1\2,;172[“ 8,8, [( )(a, )] (31°8)
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where y,, ¥z, ¥3, and y, are purely numerical factors given by

it AL 1 1 1)
Nn=1-sxytanz" szt 1o+
1.3 1 5 3
2=1"oNtaNE T 16N T Tovt

> .. .. (31'9).
s 3N T 4N2T N©
Lot B0 2D
V4= TN T I6NZ T 8N® )

The numerical factors, y,, y,, vs, and y, approach the
limiting value 1 as N increases. I give below actual values of
the coefficients for a few selected values of V.

Ne= 10 20 50 100 oC

y» 0952 0976 0990  0-995  1-000
ye 0855 0926 0970 0985  1-000
ys 0878 093¢ 0973 0987  1-000
ye 11181 1095 1039 1020  1-000

3 2
When (_%):1 for all values of p, the above formul=
Op

reduce to . .
.-f-2=1’ I"'Q(fz)=i' ’ }‘B(fz):%

N.P N2zPp (31-01)
o 12y, 1293 P—1) S :

ps(f )=N2P3+ N2p3

If in addition NV is large,

9 11 16

ﬁl=—2—1—v—P-(1+-6-1—v') 3 Bz=3+-ﬁv . s ® (31'92).

30. The usefulness of the coefficient of familial differentia-
tion (f2) does not of course depend on the validity or otherwise
of what I have called the principle of equipartition of variance.
For it is very simply connected with D2, the first coefficient of
divergence defined by equation (14:0).

We may write
(Mpg—Mpy ) =(Mmpy — M)+ (Mp—mp’) .. (32:1).

It is easily seen that squaring equation (32:1), and summing
for all possible comparisons within the given collection (or
family) of groups we get
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S[Onpg=mpy )] =(q = V)S[(mp,— M,)*]=(g—1) . q.8,2.. (32:2)
where q.s,2=8[(mp,— Mp)?] gives the co-group variance for
the pth character, g being the total number of groups available.
For any assigned character the mean value of (mp,—m,,")? for
all possible comparisons is thus 2s,2, since the total number of
comparisons possible=g¢g(g—1)/2. Writing the mean value of
D? for all possible comparisons (g(g—1)/2 in number) as D,,2,
we have therefore

p,2=1s[ (% S= [2(1+07) . f7] -2 (32:3
= (5,,2) s=[2( S -z .. (323)
where »2= ZIV approximately, and # is the harmonic mean of
all the different values of 7,,, 7p,".

: 2 1
When # and .V are both large, i.c., z and 5y e hoth

negligiblv small, we shall have D,2=2f2. We thus find that
(excepting for a small correcting factor) the coefficient of
familial differentiation f2 is numerically equal to half the
average value of the group divergence, the average being taken
for all possible comparisons within the given collection of
groups.

For an absolutely random collection, if we assume that
:-he principle of equi-partition of wvariance is true, we should
1ave

sf=ot=L52 Ce e e e e e (B244).

In this case the two measures of divergence D? and D,2 become
equal, while

DR2=1D2=1D% .. .. .. .. .. .. .. (325).

VIII. A CoEFFICIENT OF DIVERGENCE IN VARIABILITY

31. We may also easily construct measures of divergence
‘in variability. Let us choose %, =0, Tp,' =0pq s and kp*=0,%
where o,2 is a reliable constant value of the variance in the

pth character which does not fluctuate from sample to sample.
Then as a first approximation we may substitute

O T S S W ce ee .. .. (3301)
2L By e 2
op2 1 1
vptm= =T ( + ) w2=0 .. (3302)
= (0pg— o pg’ )2 2npy 204, )7 7

where n,,, n,,” are the size of the two samples.
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Using equation (13) we define a measure of divergence in
variability by

2 (Cpg—0pg’)? 2 1 1
2 .____pq r7 s 1 s Sy aq.
F2= S,,[ — 5 S,,[ ( e 2nm’) ] . (33-0)

(Cpg—0pg’)? 2
=—-S,,[—”—"—’"’—] ~m ce .. .. (33'01)

when the size of the samples is constant for all characters, or

a mean value 7, as defined by equation (16:7) may be used
without appreciable errors. The mean value of F? is easily
found to be

- =,
=isp[§9—ﬂ'f.‘;—m—)— s me ew ae s (9300
Op

(“m" opg )2 1
= ch )— [ ap? 27"pq 27 pq
8 1 1 2
+ﬁsp[<znm+2nm,>_] . (@S

We may use equation (16:7), and write

1 1 1 1
":"; —FSP[<'2'IL—;;+2_7L,7>] i wmw = zs =s LBOTL)

when the size of the samples is constant for all character, or
when the fluctuation in the size of the sample can be neglected.

We then obtain

po(F2) = B sﬁ [2(7«*2) +-7_-3-] ce ee e ee .. (8321
q
pa(F2) = P264_ 2[3(1«’2)+ lq] ce e ee .. (83°3)

- 1
pa(F2) = PZ 88 5[(F2)2] %@[4@2& 7.7] (33-4).

When the two samples are drawn from the same group or
population, or when there is no significant difference in variabi-

lity we have (am am ’y=0 for all values of p, and we get

T2Y — Ot - < [= .. .. (8305)
(2)=0:4"67449 . = ,\/P

a formula which is analogous to equation (16°8).

If the variances for different samples are widely different,
and it is not considered desirable to use ky2=0,%, we may still
have recourse to the present method, a.nd develop approprite




680 Journal of the Asiatic Society of Bengal [N.S., XXVI,

formule by substituting k,2=s,2 in equations (13.0) and
(12-1) — (12-4).

32. Coefficients of divergence in Skewness, and Kurtosis
may also be constructed with the help of equation (13:0). TFor
example for By, we may use x,,=PB.(p, q), x5, =B2'(p, q°), ete.

In the case of B; and B; (or other B-constants) a simpler
alternative is open to us. It will be remembered that B;, B,
and the other B-constants are pure numbers, so that the diffi-
culty due to non-homogeneity of dimensions, discussed in para-
graph 7, does not exist in their case. e may therefore use a
coefficient of a simpler form, by putting £,2=1, and using

1
pO» [{Bz(’l’: q) — B2/ (p, q")}j

with a small correcting term to allow for the bias introduced by
the finite size of the samples.

I may also point out that the need for these coefficients
will usually arise only when both C? and E?(defined by equation
(5°1) have failed to reveal the cexistance of divergence. In such
cases it will also be usually sufficient to employ ordinary tests
of statistical divergence between the corresponding B-constants
for the two samples for cach character separately. It must be
remembered however that divergence in B-constants can be
tested (or measured) only when the size of the samples is very
large.

IX. CoNcLUSION

33. It will be useful to have at this stage a brief resume
of the important formule.
A convenient measure of divergence in means is given by

L [mmmp ™| Lol 1 .
Dz——PSp[ ot —PS,, ("'m_*_nm') sl

and subsidiary equations (14'1) — (14'4). Modified values under
restricted conditions are given in equations (16-0) — (16°8), while
more general values are given in equations (27°1)—(27'8). Re-
sults of experimental sampling discussed in Section 5 are in
satisfactory agreement with the theory.

A second measure of divergence is furnished by

_1 (mpg —mp, )2 | _ 1 I:é’_z 1.1 ] .
1)22—1—58,,[ Sp° PSp 8p° ('"M +'”m' e B
and cquations (26°1) — (265).

An exactly analogous coefficient may be constructed by
using the familial variance 2,2 :—

1 (Mpy—m ')2:| 1 [3 2,1 1
2—__ rq Pq - Sp» (2 .. -0).
D8 ‘_P gp [ 2;',,2' P SP sz (npq +npq'):|, (35 O)
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In certain ways D,2 would be an extremely convenient
coefficient. Unfortunately, owing to lack of sufficient data in
anthropology, it is not possible to obtain rcliable values of X2
for the whole human species. Ncither is it possible, for the
same reason, to obtain reliable values of s,? for the human
species. Fairly reliable values of the intra-group variance
0,2 may however be calculated in many cases, and the coeflicient
D? may therefore be used without difficulty.

I have given certain reasons for helieving that D* would
under certain conditions give practically the same results as D,?
or D;2. When variation may be supposed to have taken place
in an absolutely random manner within a given collection of
groups, (say within the human species), a plausible hypothesis
is that the total variance would tend to be distributed equally
between the variation within the groups and the variation from
group to group. 1In this case

Zpfe= P82 313 - (35°1)
so that D=3 DPe=d D% . wn w«x [B59).

When sufficient data become available it will be possible to test
the above theory.

34. In case however no such simple relation (as predicted
above) is found in future to subsist between D2, D,2, and D,2,
the choice between these coefficients would have to be made by
reference to the respective results obtained by their use.

The great simplicity of the equations for D? will, however,
remain an important point in its favour; and other things being
equal or nearly equal, this will be a sufficient reason for its
general adoption.

Another convenient property of D? is that it may be easily
converted into the Pearsonian Coefficient of Racial Likeness (C?)
by multiplication with suitable numerical factors. When n,,,
np,' are constant for all characters or the fluctuation in the
size of the sample can be neglected it will be noticed that

o M_) e 2 e .
0_(nq+nq, .D_ﬁq.D .. .. (36°1).

When n,,, n,;’ are not constant, and the size of the samples
cannot be neglected, we still have

02=-_P{; Sp l:(mpq—mpq’)z( 1 e 1 )]_1 ... (36‘2)

s— ’
op" Npg  Mpg

in which the terms (m,, —m,, ")2/g,2 will have already been cal-
culated for the computation of D2.

The use of D,2 would appear to be indicated where a close
study of the differentiation within a given family is required.
It has the great advantage that, on the average of all possible
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comparisons within a collection, it gives the same ‘‘ weight ’’
to all characters, i.e., does not discriminate against any parti-
oular set of characters. A consequential disadvantage is of
course that the average value of D,? (for all possible com-
parisons within a collection) remains identically same for every
collection, so that a comparison of coefficients from different
collections (or families) may become extremely misleading.

A different type of the coefficient of divergence in means is
given by _

1 o [(mpg—mp") I [0’1;2 ( 1 1 )
t—_ S, | -8, | s=—+—)]|.. .

D, P O [ M2 PPr | M2 + (281)

Mpy  Npg'
and cquations (28-2) —(28-5).

2
35. We have also proposed to use the ratio <f—”2> for
Op
measuring the amount of differentiation existing within a given

collection of groups, and we have defined a coefficient of familial
differentiation by

1 5, 11 1
B ™. 2 - - we :
F*=p % [(;pz)(l 5N, TN 8N,,3>] Sl

and equations (31-0) — (31-8), where N, is the number of groups
included in the comparison. This coefficient is very simply
connected with the average value D, 2 of the first coefficient of
divergence (the average being taken for all possible compari-
sons within the given collection of groups).

b)

Dn2=2(1+14?) .fZ—ﬁl ex  xa  we (32+8)
7

(1+49?) being a numerical factor which approaches the limiting

value 1 as iV increases.

38. Apart from the Pearsonian Coefficient of Racial Like-
ness (which furnishes the standard test for the detection of
divergence in means), we have obtained several new tests of
divergence. The most important of which is a coefficient for
detecting divergence in variabilities, which may be used in
practice without difficulty.

p=2 g, [ (Retel Y om— o]y (5.
P T \npg+ny, o

A convenient measure of divergence in wvariabilities is
given by ’

2 (opg —0pg )2 2 1 1
"2 re rq v .
F =5 Sy [—————;pz ]—P—- S, [(2"7»« +2——-—nm,)] .. (330)

and subsidiary equations (33:1) —(33-4).
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It will be noticed that when n,, and 7,,” are constant for
all values of p, or the fluctuation in the size of the sample is
negligibly small,

Ez=(’%___~_”a',).F2=_3..F2 .. .. (380)
n,,+n,, nq

a result which can be compared with that given in equation
(36°1).

36. I wish to emphasize here the distinction between
tests and measures of divergence. It is true that the Pear-
sonian Coefficient of Racial Likeness (which is properly speak-
ing a test of divergence) has been extensively used with consi-
derable success as a measure of divergence in craniometry.
This point will be discussed later, but a little consideration will
show that such use can be considered legitimate only under
restricted conditions.

Consider two samples drawn from the same group or popu-
lation. In this case we must have

02=0_4:-67449I\/% s e .. (390).

In using the above equation to detect the existence of
divergence we adopt the following procedure :—

(i) We assume that the two samples under consideration

are drawn from the same group or population; i.e. (mp, — 777,,,,’ )=0
for all charaoters: ..cssscansvessmswnwunns (Hypothesis (A).

(ii) Then by comparing the observed value of C? with
equation (39'0) we now determine the probability of hypo-
thesis (A) being true.

If C2 is not significantly different from zero, we are in
a position to assert that, judged by the given data, the two
groups (from which the two samples were drawn) are probably
not different. On the other hand if C? is significantly greater
than zero, we feel justified in asserting that the two groups are
differentiated from each other.

The point to be noted here is that the magnitude of C?
determines the degree of certainty with which the existence
of divergence can be asserted, but does not necessarily supply
any information regarding the magnitude of such divergence.

So long as the samples are drawn from the same group or
population, 0% will be approximately equal to zero whatever
be the value of n or »’.  When the two samples are however
drawn from two different groups or populations, (mp, — mpq,)
would not vanish generally, and D? would attain some constant
finite value for the same two differing groups. The observed
values of C2? would in such cases depend upon both
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(i) the magnitude of D2, as well as on

(ii) the factor (:_*_’;;) determined by the size of the sam-

les.
a3 Provided n, 2’ are fairly large, observed values of D? would
differ from the mean value (D2) by quantities of the order of
errors of random sampling, i.e. by quantities which will be in
usual practice negligibly small ; so that observed values of D?
would not differ significantly from (D?). Thus the first factor
D? would remain sensibly constant for samples drawn from the

same two differing populations. The factor (Z+':L,) would how-

ever vary directly with the size of the samples, so that observed

values of (2 also would vary with the size of samples, and

would not remain sensibly constant for the same two differing
- populations. )

If the size of the samples n, #’ are very large we may
easily obtain very large values of C? even when the samples are
drawn from two groups which are closely associated. On the
other hand when n, n’- are small C? may assume very small
values even for widely divergent populations.

This difficulty (and the need for making allowances for the
size of the samples) was recognised long ago by G. H. Morant
(7, p- 12) who wrote :—

¢« (tiven two random samples cach of ten individuals drawn
from the same homogencous population, the Coeflicient of
Racial Likeness .... deduced from the mean character of the
two samples will not differ significantly from zero, and if two
samples each of a hundred individuals are drawn from the same
population then their coefficients will also Le of the same order.!
But if two random samples cach of ten individuals are drawn
from two different populations and then two samples each of a
hundred individuals are drawn from the same differing popula-
tions it will be found that the coefficient between the first pair
will be very distinctly less than that between the two samples
of hundred individuals each. The difference in this case is
merely an expression of the rather obvious fact that it is more
probable that the small samples were in reality drawn from the
same population than that the larger samples were. It is for this
reason that the coefficients of Racial Likeness may not be com-
pared directly by estimating differences in terms of probable
crrors only as may be done when dealing with the majority of
statistical constants in use. Reference has to be made cons-
tantly to the number of crania in the several racial series used.

1 j.e., will be of the order of zcro (P.C.)M.).
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veveee... In practice direct comparison may be made between
the numerical values of the coefficients ........ in the cases
when ”’ :—

(i) ¢ All the .... mecans are based on the same or approxi-
mately the same number of crania ; and”

(ii) ‘ When one series of racial means is compared with a
number of others, the latter being based on the same or
approximately the same numbers of crania which may differ
from the first series.”

It will be seen that Dr. Morant’s two conditions may be

combined into the single statement that the factor (:_{_:’)

must remain sensibly constant during the same series of com-
parisons. Enforcement of this restriction would therefore
(apart from errors of random sampling) inevitably throw the
comparison to the factor D2.

It is clear from the above discussion that the use of C? as a
measure of divergence would be strictly possible only under
either of the following two conditions :—

(a) when the samples are drawn from the same population,
1.e., when C? is sensibly zero, or
(b) when the size of the samples, and hence the factor

( Al n) remains constant for all samples.
n+n

37. Prof. Pearson (12, 105-117) has shown however in a
review of about 750 computed values of ("2 that in actual prac-
tice the Coefficient of Racial Likeness has been found to be an
extremely useful tool in craniometric researches. For purposes
of comparison I therefore obtained by direct calculation ap-
proximate values of D? corresponding to nearly every one of the
750 values of C2 reviewed by Prof. Pcarson. My results will be
fully discussed in Part II of the present paper, but I may
anticipate a little and state here, that [ believe I have succeeded
in tracing the empirical success of the use of ('* as a measure of
divergence in craniometric work in most cases to either or both
of the conditions explained above. A very large number of the
coefficients (reviewed by Prof. Pearson) referred to closely asso-
ciated groups for which both C* and D? gave coefficients of low
magnitudes. Further, owing to paucity of material the number

of skulls in each sample was also usually small, so that the size

factor (7:?'+:';) did not fluctuate very widely. In fact I could

detect only a comparatively small number of coefficients for
which C? and D2 gave significantly different results.

Conditions are however widely different for measurements
on the living ; the size of the sample is more variable, and much
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larger samples are often met with in practice, so that the

’

influence of the factor ( ke n’) is not negligible.
n+n

I felt this difficulty several years ago, and in order to avoid

1 (Mpg —mp,’)?
S —P1__P1° | as a measure of divergence in

O'pz
two anthropometric papers, one on the ¢ Chinese Head” (6)
and the other on ‘ Race Mixture in Bengal’” (5). The results
obtained were I believe fairly encouraging.

In the present paper I have obtained cocfficients which are
theoretically ! preferable to the one used by me previously, and
[ ‘have also investigated their statistical distributions. T have
made an empirical study of five of the coefficients (D2, D,?, D2,
E2?, and F2, defined by equations (14:0), (26:0), (281), (5°1) and
(33-0) respectively) using a long series of Swedish measurements
on the living (4). The results will be given in a sequel to the
present paper, 2 but 1 may mention in anticipation that they
support the use of D? for comparative purposes.

it had used

ADDENDUM

In June 1927, 1 showed a first draft of the present paper to
Prof. Karl Pearson, and discussed with him the difficulties

connected with the fluctuating size of samples (:+::,) . At

that time he was unable to accept my views, and he pointed
out certain theoretical objections to my results. I then work-
ed out the mathematical portion with greater rigour, and com-
municated the present paper to the Indian Science Congress in
December 1928. About the same time Prof. Pearson himself

proposed (12a)® making allowances for the size factor ( : +:Z)
by reducing all coefficients of Racial Likeness to a standard
population. When the size of the sample is constant for all
characters, the result of such reduction would be to malke the

— - e

1 I would point out that the theoretical imitations given by the set
of assumptions (A-1)-(A-7) under which the present formule have been
worked out are practically the same as those subsisting for the Pearsonian
Cocflicient C2. Those rostrictions have been fully discussed by Prof.
Poarson (12). The most important of the restrictions which requires
further consideration is the neglecting of the correlation between different
characters.

2 Tho anthropological portion of the work on the Swedish material has
been published in the Biometrika, Vol. XXII, 1930, 04-108 (‘“ A Statistiocal
Study of cortain Anthropometric Measurements from Sweden ).

3 This part of the Biometrika roached me in Caloutta in March, 1929,
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reduced values of C? (the Pearsonian Coefficient of Racial
Likeness) strictly proportional to D? (the Coecfficient of Diver-
gence described in the present paper). XEven when the size of
the sample is not constant for all characters the reduced C?
would still be approximately proportional to D2, so that in
actual practice both coeflicients would usually yield very near-
ly the same results. There is, however, one definite advantage
in favour of D2 ; its probable error can be calculated without
difficulty, and hence values of D% can be compared directly.
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