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In conducting modern field experiments, great care is needed for securing accurate
data from all the plots included in the design. Owing to accidental causes, or lack
of care on the part of the supervising staff, the yields of one or more plots are, how-
ever, sometimes found to be missing. Recently another type of difficulty was brought
to our notice, namely the mixing up the yields of two or more plots in an important
agricultural experiment in India. What happened was this: the yields from individual
plots were stored in small labelled bags which were lying side by side, and two of these
were accideatally damaged, and the contents got mixed up. The special feature of
the contingency in the present case was that although the individual plots yields were
not separately available, the total yield of the two plots was known. It would obvi-
ously add to the efficiency of the test if this information could be adequately utilised
in estimating the errors of the experiment. Further, unless these yields were recon-
structed, the experiment could not be analysed by standard methods.

The general solution of the problem of reconstructing the yields of missing plots
was given by F. Yates! by minimising the error variance obtained when un-
knowns are substituted for the missing yields.’”” The validity of this procedure in the
scheme of analysis of variance was rigorously proved by Yates in the same paper. -
This principle has been used in the present paper to obtain the solution of the problem
of reconstructing the yields of plots from a knowledge of the total yield of the plots.
The relevant formulae for various cases have been given with numerical illustrations based
on agricultural data, while the proof of the mathematical expression has been given
in the Appendix by S. S. Bose.

Two MiIXED-UP Prors NOT IN THE sAME CLASS

Suppose in a field experiment, there is a multiple classification of the f* order, so
that every plot is a member of f groups. Let n,, ny ...... n; be the number of classes in
each group, the total number of plots being N. Let A/, and A/, be the totals in
A-group involving the two mixed-up plots exclusive, of course, of the mixed-up plots ;
similarly B/, and B/, the totals in the B_group involving the two mixed-up plots and so
on for f groups. If u be the total yield of the two mixed-up plots, then the best estimates
of the separate yields of the two plots are given by

u ns (A, — Aly) + ny, (B, — BL) + ...l + ng (B, — T,) o

?i 2(N —n, — np — oonnee — ny)
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The positive sign refers to the plot in class A’,, B/,, .....
sign to the plot in A/, B',, ..... ... F/5.

... F/, and the negative

Randomised Block. In a randomised block experiment, we have two groups, namely
block and treatment. Let the yields in a particular randomised block experiment with
t treatments and b blocks be represented as follows : —

Treatments ——

1 2 3 t Total
1 an (=x) a,. a;s a B, +x
t 2 az m(=u—x) Qas Qg B”-l—u—x
"é | 3 as, Qsq Qss Qg B,
A | e
| b Qpy Qpg Qus siee Aue B‘,
Total T, +x T,+u—x T, . T, Y

If a,, and a,, are, say, mixed up to form a total u = (a,, + a,,), the estimated yields
of a,, and a,, are easily obtained from (1) by putting f = 2, n, = b (number of blocks)

and n, = t (number of treatments) and n, = nq = ......... = ng = o.
Here

Al = ay, + ay, + + an, = T,

Aly = ay; + asy + + ap, = TV,

B, = a;,+ a,y + + a, = B,

B, = a;,+ axs + atie + a;e = B,

Hence, we have the formula for the estimate of
w t(T,-T,)+ b(B, —B,)

Au—>=x = 7+ 2(bt — b — 1) 2
T B. — B
az—> (u—x)=%_ t (T, Z(Tb’t)—+bb—( a B/,) -—

In Table 1 are shown the results of a randomised block experiment with 4 blocks
a d 5 t-eatments.

TaBLE 1. YIELD DATA OF A RANDOMISED BLoCK EXPERIMENT

Treatments
1 2 8 [ 4 | 5
| v ‘
1 382 — 46'5 | 468 ! 495
g 11 | 377 | 410 | 453 | 474 466
,g m | ss9 ! 423 | 450 | — : 487
v | 3719 ' 412 | 456 | 471 | 496

T'2= 124’5 B1= 1810
T'4= 1413 B3= 174'9
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MIXED-UP YIELDS

The yield of Treatment 2 in Block I got mixed up with Treatment 4 in Block III
and the total yield of these plots was known to be 92°5.

The total of the known yields in Blocks I and III are respectively 181:0 and 174°9,
and the totals of the known yiélds in ‘Treatments 2 and 4 are respectively 124'5 and
141-3. Hence the yield of Treatment 2 in Block I is given by

92'5 4 5(124'5 — 141'3) + 4 (181'0 — 174'9)

2 2(20 —4-5) = A¥5

The yield of Treatment 4 in Block III is given by

925 5(124°5 — 141-3) + 4 (181°0 — 174°9) _ .
2 2(20 —4—-75) = 48

This is also easily obtained by subtracting 43'54 fromn the known sum 92°50; but an
independent calculation is always desirable in that it gives an arithmetical check. The
actual yields in these plots were 43.2 and 49.3 respectively, so that the agreement may !
be considered fairly satisfactory.

Latin Square. In an nxn Latin square, there are three groups namely, Rows,
Columns, and ‘Treatments. Putting f=3, and n, = n, = n, = n = the number of
plots in rows, columns and treatments respectively in Equation (1) we have the esti-
mated yields of the mixed-up plots for a Latin Square as follows :

u o, (R =R+ (© = Cy) + (T4 = Th) o
2 2(n — 3)

where R, and R’,, C; and C’, and T, and T", are the totals of the two rows, two columns
and two treatments containing the two mixed-up yields.

In Table 2 the results of a 4 x4 Latin Square experiment are shown with two plot
vields mixed up to form a total of 1120.

TaBLE 2. VIeLD DATA ofF A LATIN SQUARE EXPERIMENT
(Four VARIATES : —S, C, O and N.)

654 (S) 661 (N) 673 (C) 599 (O)
638 (C) — (9 573 (O) 719 (N)
— (0) 581 (C) 639 (N) 752 (S)
557 (N) 479 (O) 591 (S) 669 (C)

Ry = 1972  C/, = 1849 T, = 1651
R/, = 1930 C, = 1721 T/, = 1997

By (3), the yield of (O) in column (1) and Row (3)

1120 (1972 — 1930) + (1849 — 1721) + (1651 — 1997)
2+ 2 x 1 =47

2

H.nce the yield of (S) in column (2) and row (2) = 1120 — 472 = 648. The actua
vie'ds of these two plots were respectively 499 and 621.
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Double Latin square. This is a fairly: common design in field experiments. There

are two (nmxn) Latin squares in two adjacent blocks with identical treatment sets in
each.

Suppose the yield of one plot in one block gets mixed up with the yield of another
plot belonging to a different treatment of the second block. Here we have four groups

namely, blocks, rows, columns and treatments, so that f=4 ; number of rows = num-
ber of columns = 2n ; number of treatments=n ; number of blocks or Latin squares
= 2 . By a slight modification of equation (1) we have
1 n (Rll — R’z) + "(CII—CI:) + } n(TIl _le) —_ (le —'L’z) (4)
2 + @n—1) (n—2)

where R/, and R/, are the two row totals in the two Latin Squares containing the
two mixed-up yields, similarly C/, and C/,, T/, and T/, and L/, and L’, are the
totals of the two columns, two treatments and two blocks containing mixed-up plots.

The results of a double 4 x 4 Latin square are shown in Table 3. The yields of

two corner plots were mixed up to a total of 278.

TABLE 3. YIELD DarTa oF A DOUBLE 4 x4 LATIN SQUARE EXPERIMEMT.
(Four varIATES : — A, B, C AanDp D))

“ 192 (C) 214 (A) 235 (B) 182 (D)

I | 228 (A) 182 (Q) 173 (D) 232 (B)
173 (D) 232 (B) 202 (A) 186 (C)

225 (B) 174 (D) 183 (C) — (&)

- 137 (B) 74 (Q) 112 (a) — (D)
123 (a) 75 (D) 79 (C) 128 (B)

91 (Q) 137 (B) 70 (D) 107 (A)

74 (D) 108 (A) 129 (B) 82 (Q)

Here the yield of (A) in column (4) and Row (4) in Block I got mixed up with the
yield of D in column (4) and Row (1) of Block II.

We have
R/, = 582 C’1y = 600 T/, = 1094 L/, = 3013
Riygp =323 Cly=317 T, = 921 L/, = 1526
Difference 259 283 173 1487

Hence the yield of (A) in Block I, by (4) is

278 4 x 250 + 4 x 283 + 2 x 173 — 1487
2 T 7 x 2

The yield of (D) in Block II = 278 — 212'4 = 65°6. ‘The actual yields of these two
plots were 215 and 63 respectively.

= 2124
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MIXED-UP YIELDS

Two rLoTS IN THE SAME CLASS
Formulee given in (1) — (4) refer to plots not in the samec class, i.e, to plots
belonging to different blocks, treatments, rows etc. When, however, the mixed up
plots belong to the same block or same treatment in a randomised block experiment
or the same row or column or treatment in a Latin square scheme, the formule for
estimating the individual yiclds take a slightly different form.
Randomised Block. If two plots belonging to different treatments but the same
block get mixed up, we have the fcllowing formula for the individual yields:
u T’, - T’z (5.1)
Zz2 2o
where TY, and I, are totals of treatments 1 and 2 containing the mixed up plots
and b is the number of blocks.
Similarly, if the plots belong to the same treatment but different blocks, the formula
for the individual yields are
u (le - B/z) 5:2
2 ¥ 20— ol
where B/, and B/, are the totals of the blocks containing the mixed-up plots and
¢t is the number of treatments. In Table 4 are shown the results of a randomised
block experiment in which two plots of Treatment 4 in Blocks I and V got mixed up to
form a total of 96.3.

TaBLE 4. YIELD DATA OF A RANDOMISED BLOCK EXPERIMENT.

1 2 3 4

I 42'9 42°5 48°'8 =
II 42'8 44°1 46'3 473
III 377 384 451 470
v 38'8 39°8 44'5 455
A% 401 407 45°8 .

By = 1342 B's = 1266

By formula (5.1), the yield of Treatment 4 in Block I is
963 134-:2 — 126°6
2 Yt z@E -1

= 494

and that of Block V = 96'3 — 49'4 = 46°9. The actual yields were 50.4 and 45.9
respectively.

Latin Square. If the two mixed-up plots belong to the same column (or row) and,
necessarily, different treatments and rows (or columns) the estimated yields are given by
u " (Tll — T’z) -+ (R'l —_ ng) . (6'1)

z £ 2 (n = 2)
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Similarly if they belong to the same treatment and, necessarily, different rows and
columns, these estimates are

u (R'l - R%) + (Cll - C'z)
2 2(n -2

(6-2)

where C/,, C/;, R/}, R/, TV,, TV, are the totals of the two rows, columns or treatments
containing the mixed-up plots one in each.

In Table 5 are shown the yields of a 5 x5 Latin Square in which the two plot
yields in row 1 got mixed up to form a total 547. The figures are shown minus 275,
so that the mixed-up yield = 547 — 2 x 275 = — 3.

TABLE 5. YIELD DarTa oF A LATIN SQUARE EXPERIMENT,
FIve VARIATES :—N, U, M, S anp C.

- N — (U) | —2¢ (M) { —49 (8) | —37 (P

19 (9 | —2 (B | 19 (N) | —11 (M | -10 (U)
41 (M) | —4 (9 13 (U) | 11 () 1 (N)

28 (F¥) 31 (N) 20 (S

(S) i—23 U | —11 M)
31 (U) 25 (M) 23 (F) ’ 31 (N) | —19 (S)
T

Ch = 119 = 82

C2 = 50 T: = 11

By formula (6.1) the yield of N in row 1 and columin (1)

3, (82 —11)+ (119 -50) .
-?4- 2% 3 = 21-83

The yield of U in column (2) row (1) = — 3 — 21'83 = — 24* 83. Adding 275,
the estimated yields of the plots are 296'83 and 250°17. 'The actual yields were 302 and
245 respectively.

Double Latin square. With double Latin squares, it is some times found that the
yields of two plots in two blocks but belonging to the same treatment get mixed up,
owing to carelessness during harvest. As a matter of fact, two actual cases of mixed up
plots that were brought to our notice were of this type.

(i) If two plots are under the same treatment but are located in two blocks, we
have the formula

oy n(R, —R,)+2(C, —Cy) - (L, - L) e (7D
2 Z(n - 1)
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MIXED-UP YI1ELDS

(ii) If the two plots belong to different treatments but are in the sam? block,
the formula is of the form

u, o (R, = RL) 4+ n(C, —CL) + ;n(T, —T,) 7°2)

2 2 (2n — 5)

(iii) A third contingency may be that plots belong to the same block and same
treatment and hence in different rows and columns. Here the formula reduces to the

form

(R’,—R’2)+(C'1—C'2) y
=0 e (73)

Nl:
H

MORE THAN Two MIXED-UP PLoTs

The method used in the case of two mixed-up plots may be easily extended to
estimate the individual yields when three or more plot yields get mixed up; but in
this case, explicit formulse are not available. It is necessary in this case to con-
struct a set of simultaneous linear equations equal in number to the number of
unknown values to be estimated by minimising the error variance expressed in
terms of the unknowns, and then to solve the equations. The simultaneous linear
equations can be solved either by the method of determinants or by the method of

iteration,

In a rice experiment with 5 varieties of rice replicated in 10 randomised blocks, four
plot yields having a total of 1379 were supposed to have been mixed up. The results are
shown in Table 6.

The four plots that were mixed up were (i) Variety | in Block I, (ii) Variety 1 in
Block II, (ii4) Variety 3 in Block VII and (iv) Variety 4 in Block X. Let the yields
be denoted by a, b, ¢, and d.

TABLE 6. YIELD DATA OF A RANDOMISED BLOCK EXPERIMENT.

Varieties

1 | 2 3 P 5

1 l a 343 324 206 275
¢ SRR 352 348 279 365
111 \ 390 354 ‘ 324 272 317
Iv | 318 320 285 231 315
a2 v 348 293 316 201 242
&l vi 384 301 254 242 243
VII | 452 357 c 257 368
VIII| 272 345 320 223 305
Ix 386 324 309 174 305

x 340 307 309 a 303
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The linear equations for the solution of a, b, ¢ for this case are as follows :
l4a+ 6b+ Tc =2 (B, — B) + (T, — TV) + 7Tu = 10,236

6a + 14b+ 7c =2 (Bl — By, ) + (T, — 1Y) + 7 u = 10,628
7a +7b + l4c = 2 (B, — By, ) + (T — T) + Tu = 10,707

Il

On solving these equations, we get the reconstructed values shown in Table 7.

TABLE 7, AcTUAL AND CALCULATED VALUES

Varieties Calculated Actual
a 3662 356
415°2 388
c 3740 372
d 2236 263
13790 1379

AGREEMENT BETWEEN ACTUAL AND ESTIMATED YIELDS,

‘The agreement between actual and estimated values is shown in Table 8. In each
example the residual standard deviation obtained from the complete set of yields has

been given for comparison.

TABLE 8. CoOMPARISON BETWEEN ACTUAL AND ESTIMATED YIELDs.

Actual Calcula- | Deviation| Residual Ratio |5p.c.level
ted S. D.

Table 1 43°20 43'52 0'32 090 0°36 220
no 2 499°00 472°00 27°00 19°10 141 245
w3 21500 212°40 2°60 540 048 204
v 4 50°40 49°40 100 094 106 218
. 5 | 302°00 296°83 517 10°44 050 218
.» 6 | 35600 36620 10°20 0°36 203
.. 6 | 38800 415°20 27°20 095 203

2869
.» 6 | 87200 374°00 2'00 007 203
.» 6 | 26300 223°60 39°40 1'38 203

It will be noticed that no discrepancy exceeded the 5 p. c. level. In fact in 6 out
of 9 cases, the ratio of observed deviation to standard deviation was less than 1, The
method given in this paper may therefore be expected to give satisfactory estimates

within tlie limits of experimental errors.
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MIXED-UP YIELDS

ESTIMATE OF RESIDUAL VARIANCE

Onec of the main purposes of estimating yields of missing plots or mixed-up plots is to
enable the experimenter to calculate the residual variance; in fact the method of minimi-
sing residual variance in making estimates of the missing or mixed-up yields ensures an
unbiased estimation of this residual variance. Hence, in order to find out the residual
variance of an experiment with missing or mixed-up plots, the residual sum of squares is
to be divided by its corresponding degrees of freedom, determined by the number of cons-
tants utilised in making the estimates. ‘Thus if the number of degrees of freedom of the
residual sum of squares when there is no mixing up is n, and m plots have been mixed up
with a known total, then the number of degrees of freedom of the sum of squares of
the estimated residual variance will be (. — m + 1).

The residual variances calculated from the actual complete sets of yields as well as
from the reconstructed sets are shown in Table 9. The figures in brackets give the
degrees of freedom.

TasLE 9. COMPARISON BETWEEN RESIDUAL VARIANCE, CALCULATED FROM ACTUAL
AND ESTIMATED YIELDS.

Residual Variance

_ e . 5 p.c.
Ratio Level

Actual Estimated
Table 1 0°8042 (12) 0°'8728 (11) 108 2'72
. 2| 3610000 (6) 365°0000 (5) 101 4'39
» 3| 292000 (15) 308600  (14) 106 242
o 4 0°'8940 (12) 0°'8780 (11) 098 279
» 5| 1090000 (12) 116°0000 (11) 106 272
» 6| 8230000 (36) 904'0000 (32) 110 180

The z-test shows that the two variances are in all cases statistically indistinguishable.
All tests of significance can thus be conducted with confidence with the residual
variance calculated from the estimated values.

One word of caution may be added here. ‘The treatment variance obtained from the
reconstructed data will be greater than the appropriate value which should be used in
applying tests of significance, (and which can be obtained by a method identical to that
used by Vates in connexion with missing plot data). If the approximate and larger value
is. used and the result turns out to be non-significant, it is clear that no further analysis is
needed. If, however, the result is on the verge of significance, it will be necessary to
calculate the more accurate and smaller value of the treatment variance by appropriate
methods.
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APPENDIX. THE ESTIMATION OF MIXED-UP YIELDS AND THEIR
STANDARD ERRORS

By S. S. BOSE

In the analysis of variance divided into r columns and s rows it is assumed that
each observation is an additive function of the means of the row and column in
which it is situated, together with an error term, so that,

xpg = K + foo + fig + €pa

where f,. and f., are constants for the p*" column and g¢** row respectively.

Yates! has shown ‘‘that the analysis of variance may be regarded as the process
of finding the most likely values of the constants K, f,., fz-,...... feos fers fozsaes...fos and
the errors associated with them ; that is the values such that S (e%,,) is a minimum’’,

Following Fisher, he has also shown that when a number of observations are
missing, these may be estimated by ‘‘minimising the error variance obtained when
unknowns are substituted for the missing observations’’.

A new contingency arises when a number cof observations are missing but a linear
relation connecting these observations is known. Thus let the p values x,;, Xaas
X35-eeseeenaXpg, be missing but we know the relation : —

Ay Xqp + Q3 X3 + Qr X5 + cevvvnnnnnns =u
which reduces to the simple sum when a, =a, = ......... =1
Xy1 + Xag + X3z T oeeeeceecnnns =u

so that, although the observations are not known individually, their sum (or mean) is
known.

METHOD OF ESTIMATING INDIVIDGAL OBSERVATIONS.

Suppose m observations are missing but a linear relation of them of the form

m
3 am Xmq = u is known.
1

Denote these observations by wu,, u,,........ , #m, so that



MIXED-UP YIELDS

In the table of Analysis of Variance, the marginal means can now be expressed
in terms of u;, t;, «ccoeeeaene. Um.

Now S(e%q) = S (xpg — Fp. — X.q + X)?

where ¥,., ., are functions of u,, u,,....... S——— um and the remaining (N — m) are
known observations.

Since the linear relation between u,, #%s,ces......um is known, we require (m — 1)
more independent equations for estimating the values of u%;, %, .c.cocovvrvneenne. Um.
Expressing, say,

Am Um = U — (@ Uy + Q3 Uz + eeee........ + Qm-; Um-y),

S (2, contains (m — 1) unknown quantities u,, u,,...... Um_;- Now, differentiating
S (e%,) in turn with respect to u,, %3, ..ceecc.. Um-, We get a system of (m — 1) linear
equations from which values of wu,, wu,, ..... veee Um_; may be solved uniquely. It is
evident that with these estimates (1) the linear relation between wu,, u,, ......... Um 1S
satisfied, and (2) S (e?,)) = minimum and as such the estimates will allow of unbiased
cstimates of error variance being made by analysis of variance.

The actual formula for estimating the individual observations may now be obtained
when the total of them is known. In the first section, cases of two observations will

be discussed and in the next section, the general case of any number of observations
will be taken up.

CAsg oF Two OBSERVATIONS.

Let us consider a two-way table with m columns and n rews. If the observations
X,, and X,, are missing, where X, + X,, = u, we have the marginal totals as
shown in the following Table. The incomplete totals are dashed.

Row 1 2 e P e G aosten i on s m Total
1 ®ygi  Xag eeessseeamens  Xjp eeeersaiien i Ky s sumemmnann s Xim R,
2 X21 wewes Kng s svansnes.ee Xom R,
r Xr1y = Xrg esecscceseesccs DArpecscccieccs oo Xrq seceeecscosecons Xrm R’r+ er
s Ky T o o S B o8 Xgp eee « sen aeens u—Xep eeen.. vee Xam R+ (1 —Xyp)
n Xny Xng ceceveece oo eee Xpp seeeccnens seee. Xnq serecencoecane +» Xnm Rn
Total C, &/ 5% m e Cl+Xiyp aerere oo Cla+ (8 —Xp)eus Cia T
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Now the expansion for S(e?,,) is given by
F = S(e%q) = S(xp—%)? — n S (%.q—%)* — m S (x,. —%)?

S(C%) S(R%) | T
n  m TN

= S (x%q) —

= (Xt (=Xep)?] = = [(C + Xe)? + (Cla + 1= Xop)?]

1
— o [(RY+X)* + (R u—Xo)?]
+ terms independent of X, .. (1)

where C’,, = total of g* column after excluding the yield of the mixed-up plot;
R/,. = total of p¥ row after excluding the yield of the mixed-up plot,
and T

grand total.

Since N = m xn, we have

N OF

— = 2N [Xp—(u—Xn)] — 2m [(Ch+ X)) — (Clotu—Xyp)]
X,

—2n[R: + Xpy) — (Rh+u—Xy)] =0 e (2
which gives X,, in terms of known observations.

Expression (2) represents the case of two-way classification, namely, rows and
columns, We can generalise this into a multiple classification of the f** order, Let a, b,
Ch sewmwenas f be the number of classes in the first, second, ......... group the total number
of observations being N. Without loss of genetality, it may be assumed that the two
plots mixed-up belong to class 1 and class 2 respectively of each of tbe f groups.
Take X;, to represent the unknown yield of the first plot and (x—X,,) that of the
second plot. Let A/, and A/, be the totals in the A group, B/, and B’, the totals in the
B group and so on for f classes.

The generalised expression for g;; will be represented by
Tp
- OF
N = 2N [(2Xy—u) — 2a [A,—A",) + Xp—u)]
aer
— 2b [(B,—B") + (@Xp—u)] — ......... — 2f [(F,—F") + (2X;;—u)] . 3

Equating this to 0, we have

a(Al,—A") + b(B,—B) + ..., + f(F!,—F")
Z(N—a—b—cC— wocn.... )

u
. S .l
Xep 5+ (4'1)
This is the estimate of X,,. ‘The other observation is given by

a(A'l—A’,) + b(le—Bla) + ... + f(F,/—F')) (4-2)
2(N—@—b—C— .ccveeee. =0

Xpq=u—Xp= _g —
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Estimates (4'1) and (4'2) are adequate for the case when the two missing obser-
vations are in two different classes of each group, as for example, when they are in
different rows and in different columns in a two-way grouping.

If they are in the same row (or column), the row (or column) term will not
come in the final equation of estimate,

Thus with two groupings we have our equations for estimating the missing values
as follows:

u a(A,—A") + b(B,—B,) .
5+ sN—ach e (5°1)

1f the observations are in the same row (i.e. B group)

u a(A/, —AY)

*T 2 T2(N-a)
_u Al —A, . -2
= > * 3 po1) =1 since N=ab . (52)

In certain practical experiments, we have a Latin square arrangement, where n2?
observations are arranged in n rows and n columns. Within each row and column

n variates are made to occur each only omnce, the exact position being selected at
random.

This is a case of 3-fold grouping with a = b = ¢ = n.
Hence from (4°1) and (4:2)

(A", —A) + (B, —B) + (C,-C))
+ 2 (n—23) ... (6°1)

Again, if the observations are both in the same C group, wec have omitting C/, and
C/, in (4'1) and (4'2)

_ u (AL —AlL) + (B, —B) .
= gt 3mo2) e 102)

MORE THAN Two OBSERVATIONS MISSING.

With more than two observations missing, the estimates may be obtained by an
identical procedure. The expression for F = S(e?,) now contains m—1 unknowns

if m observations are missing but are connected by a known linear relation. If these
are Xl’ Xg,... ........Xm—p

QF  OF OF
aXI: axz o Eeeee sy a){m_1
give (m—1) linear equations from which X,, X,,......... Xm-, may be readily solved

either by determinants or iteration or by straightforward step by step elimination.
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It may be pointed out that with more and more missing values, the degrees of
frcedom available for estimating the residual variance are necessarily diminished and the
eficiency of the test is thereby reduced.

THE STANDARD ERROR OF TREATMENT MEANS.

If all the data are available, the standard error of treatment means is given by
S,/ v/ b where S, = residual standard deviation and b = number of replications (or
blocks). When, however, some of the data are missing, but can be estimated as a
linear function of the other known data, the means of treatments affected by the missing
data will be linear expressions involving more plot values than would be the case if the
data were complete.

If y =a, x, + a, X3 + cee...... + ap, x, where x;, X3, ceeuunren x, are uncorrelated,
the variance of y is given by

V() = (4, + a,> + ceevevvveees + a,?) V (x) = 2 a? o

where V(x,) = V(x,) = ccovevennil ol =V (x;) = o

Let us first take the case of a randomised block experiment in which two plot
yields say a,, and a,, have been mixed up.

t(Tll_T’2)+b(B,1_B’a)
2(bt — b —t)

Then a,;,—> % + 41)

u t(Tll_T’2)+b(B,1_BI2)

e 2t —b —¢t)

(4°2)

The total of treatment {1)

v (e ) - T () e

Il

where n 2(bt—b-—-1)

If o? = residual variance of a single plot,

V(T1)=o’[(l+ E- )", (t"—n”)z ro=-2)(1+4)°

n n

+(b—2)nL:+2(t—2) b +i]

n2

t
=k o ['*2‘(bt—b—t)]
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The variance of 1'; can be derived in the samne way but obviously this is the same as
that of T,.

Latin square. Let the scheme of the arrangement be a Latin square.as follows : —

Let a,,., and a,,., be the two mixed up yields. Here x,,., represents yield of the

plot in column 3, row 1 which gets treatment 2.

We have T!;, = x,3.7 + Xnzeg + ceeeen (n — 1) terms.

The total of Treatment (1) is given by

T, =T, + ay,,

1y ooy 1 R, -R, C,-C, u
T'l(l+—k) T,.—k—+ 3 + & g

where k = 2 (n — 3)

If o” is the residual variance per plot yield,

V(T,) = o [2 + (n=3){(1 + ;;)’ + :, + ;}]

=na’[1 +Tn'__3)_] e (6°1)

The variance of T, is also identical.

Sometimes the two plots that are mixed up belong to the same block or treatmnent ;
or if the design is a Latin square, the two plots may belong to the same row, column or
treatment. The standard errors of these cases may be calculated as follows : —

(i) If the two plots belong to the same block but different treatments, the standard
error of the mean of Treatment | or 2 is given by

7‘%[1 * 2771——1)]§ .. (T°0)

(i) If the two plots belong to the same column (or row) but different treatments in a
Latin square design, the standard error of the mean of Trcatment 1 or 2 is.

:/_”[1 + ﬁ—_z)]} (80)

(#ii) 1f the mixed-up plots belong to the same treatment, the treatment yields are
known completely from observed values and the standard error = of/4/n where the treat-
ments are replicated n times.
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_ If the experiment is in the form of a Double Latin square, the estimated yield is
given by

_ u n(R' — R + n(C), — C,) + §n (T, — T,) — (1), — L))
a:= 2n — 1) (n — 2)

where the two mixed-up yields belong to different treatments and to different blocks. Then

LR = RY) 4 m (€ = C) + g (T — T — (L, = Lt
CGn =D (n—2)

n ', -
N

where R’,, C/,, L/, refer to the row, column and block of the first Latin square containing
one of the mixed-up plots a,,.,, R/;, C',, L/, refer to the row, column and block of
the second Latin square containing the other plot a,,., and k = 2n — 1) (n — 2)

Proceeding as before, we get the variance of the total of Treatment 1 :

\Y% = : - r .
() =2n o [1+ T ] e e 90

Looss or EFFICIENCY.

When two or more plot yields have been mixed up, there is a loss of efficiency of the
experiment owing to the loss of information regarding the yield, The variances of a
treatment-mean including one of the mixed-up plots and excluding any such plot are
shown in Table 1 for various types of replications.

TABLE 1. VARIANCE OF TREATMENT MEANS.

Including Mixed Plot (Without Mixed Plot
2 t 3
Randomised Block % { 1+ ] } ;
o3 1 o3
Latin Square ”—{l + —zm)—} W
; . o {l 4 n } o
Double Latin Square o @n—1)(n—2) 21

It is possible to obtain an exact estimate of the loss of information due to the mixing
up of the plots, If a is the loss in replication of the treatments including mixed-up plots,
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we may equate the variances of mean of the affected treatments in a Latin square
experiment as follows :
0’

_ o 1
n—a_T[l +2(n—3)]

n
or,& =5 —5

The values of a for different values of n are shown in Table 2.

TABLE 2. VALUE OF ‘a’ FOR DIFFERENT VALUES OF n

n = 4 5 10 20 ]
a= 1333 1°000 0°667 0571 0°500

Thus, the mixing up of one plot of one treatment with another plot of a second
treatment results in a loss of 1} replication for each of the affected treatments when the
experiment is in the form of a 4 x4 Latin square. ‘The loss is exactly 1 with 5 x 5
arrangement and as n increases, the loss gcts lesser and lesser in magnitude till with
infinite replication, the loss of replications is exactly § for each treatment.

In the case of randomised blocks,

I . R
2bt—2b — ¢

the values of a for different values of b and ¢ are shown in Table 3,

TABLE 3. VALUES OF ‘a’ FOR DIFFERENT VALUES OF b and ¢.

b t=8 t=4 t=5 t=10 t=00

09231 | 0°8000 07408 0°'6452 0'5714

5 ‘8824 ‘7692 ‘7143 ‘6250 ‘5556
10 ‘8108 ‘7143 ‘6667 ‘5882 ‘5263
20 ‘7792 ‘6897 ‘6452 ‘5714 ‘5128
o 7500 ‘6667 ‘6250 ‘5556 ‘5000
For a given value of ¢, a diminishes as b is increased ; when b —~, a= 2_“”t_._T)'

and when b and ¢ both tend to infinity, a=}.

In practice it is sometimes very laborious to calculate the appropriate standard errors;
but it is possible to form estimates of the upper and lower limits of the error. The
upper limit is obtained by omitting the two replications containing the mixed-up
plots. Thus for a randomised block, we can show that

o3 0'

¢
b—z>T[l+ 2(bt—b—t)]

if b>3t%>2,wheret=20tmore,
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and for a Latin square

o2

> [x+ _1 ] ifn>4
n—2 n 2(n —3)1°

i.e., the experiment is rendered more precise by including the estimated yields than by
rejecting the replications containing the mixed-up plots.

The lower limit is obtained by deducting } from the number of replications. That
this is the lower limit can be shown by the following inequalities.

For randomised blocks

02

__<i[1 + —t__]
b—13 b 2(bt — b —1t)
and for Latin squares

(4}

2 o? 1
|1+ —
n—}<n [ 2,ln.—-3)]

for all positive values of b, t and n. ‘Thus if in a 6 x 6 Latin square, we have a pair
of mixed-up plots belonging to different rows, columns and treatments, the limits of the
the standard errors of mean of affected treatments are o/2 and o4/2/4/11.

120



	103
	104
	105
	106
	107
	108
	109
	110
	111
	112
	113
	114
	115
	116
	117
	118
	119
	120

