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1.1. Interpenetrating samples. Consider any bivarite ‘population’ or ‘universe’
of two random variates, x and y, with or without correlation. Draw two interpenetrating
seraples from this population in accordance with any probability design’* and with
“:placement.

1.2. These two interpenetrating samples would be statistically equivalent and would
suaooly equally valid estimates. These two samples may also be called ‘sub-samples’
L ssaphasize the fact that they can be pooled together to give one complete sample.

2.1. Fractile groups. Suppose each sub-sample consists of n elementary units,
cach unit being a pair of values of the two variates x and y. Consider the first sub-
sample of, say, n sample units. Rank them in order of ascending values of x.

%.2. It is now possible to divide the » units into g groups (1, 2,...4,...g), each
~"¢qual number, say, n'; so that n = g .n’. These may be called fractile groups.

2.1. Fractile graphs. Next calculate the mean value (or median) of n’ values of y
i1 each group to give in the first sub-sample the values y'y, ¥'s, ¥'ss - - - , Vg cOrresponding
to the serial number of the group 1,2, 3,...4,...8.

3.2. Take g equi-distant points (1, 2, 3,...4,...g) on the x-axis to represent the g
groups; and plot the corresponding values of y'y, J's, ...,y Finally, draw straight
lines to join each pair of adjoining points y’; and y’s; y'gand y's, ...y si—1and ¥y, ..., ¥Y'e-1
and y’;. This connected chain of lines will be called the fractile graph G(1).

3.3. Now consider the second sub-sample. It is possible to go through a similar
process of ranking the sample units in order of ascending values of x; dividing them
after ranking into g groups each of equal number n’; calculating the values of y"y,
Y3 ..., ", and drawing a second fractile graph G(2). We can then have two sub-
sample graphs G(1) and G(2), which have equal statistical validity.

3.4. It is also possible to mix together the two sub-samples to form a combined
sample, and rank the sample units again; divide into g groups of equal number (27’);
calculate the new values of y;, s, ..., Jg; and draw the fractile graph G(1, 2) for the
two sub-samples taken together, that is, for the combined sample.

3.5. It should be observed that each of the g groups would consist of the same
proportion of the total sample units in all three cases (that is, in the first sub-sample,
in the second sub-sample, and in the combined sample); but the end-points of values of
x for any particular group would be different, in general, in the three cases.

4.1. Error area. It is possible to measure on paper the area bounded by the two
sub-sample fractile graphs G(1) and G(2). We shall (semi-intuitively) call this area
a(l, 2) as the “error’ to be associated with the combined fractile graph G(1, 2).

* Which would enable valid estimates being made regarding the population characteristics in accor-
dance with the theory of probability.
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4.2. The combined fractile graph G(1, 2) will lie, in general, partly within and partly
outside the area a(1, 2); and can lie wholly inside or wholly outside this area in particular
cases. It is possible also to measure the area bounded by the combined fractile graph
G(1, 2) which lies outside the area a(l, 2); and this area may be called b,,.

4.3. Tt would be observed that the two sub-sample fractile graphs G(1) and G(2)
will either not intersect at all, or will intersect in 1, 2,..., or (g—1) points. For each
I(J(i)iili 02f sub-sample graphs there would be a definite number of points of intersection

> 1y ,...,g-—l).

5.1. Separation. It is further possible to consider a second population from which
a pair of interpenetrating sub-samples are drawn, and a second set of fractile graphs,
say G'(1), G'(2) and G'(1, 2), are constructed in exactly the same way. The area bounded
by G'(1) and G'(2) would give the second error area a'(l, 2) to be associated with the
second pooled graph G'(1, 2).

5.2. It is now possible to measure the area lying between the two combined fractile
graphs G(1, 2) and G’(1, 2); and this area may be called the ‘separation’ between G(, 2)
and G'(1, 2) and may be written as, say, S(1, 2); or simply, S, when samples from only
two populations are under consideration. )

5.3. It may be observed that it is always possible to draw the fractile graphs
G(1), G(2), G(i, 2), G'(1), G'(2) and G'(1, 2); and to measure the error areas a(l, 2) and
a’(1, 2) and also to measure the separation area S(1, 2). All these quantities are thus
operationally defined; and can be studied by experimental sampling. ‘(See the charts
J.F.G. 1, 2, 3, 4 at the end of the paper.)

6.1. Surmises. I shall now give a number of semi-intuitive surmises* some of
which are being experimentally studied. I may mention that these experimental results,
although stiil very meagre, do not contradict the surmises.

6.2. The area a(l, 2) which has been called the error associated with G(1, 2) would

decrease statistically in proportion to % with increasing size of the sample n’ of each '
n

group (when g is constant); and would increase in proportion to g (when n’ is kept con-

stant); as a first approximation.

6.3. The combined fractile graph G(1, 2) would tend statistically to lie more and
more within the area a(l, 2) with increasing values of n’ (with g constant).

6.4. The number of points of intersection of G(1) and G(2) would tend statistically
to be distributed like changes in ‘runs’ of heads and tails in g throws of an unbiased
coin.

6.5. The error to be associated with the ‘Separation’, S(1, 2), to be called, say, E,
can be found in the usual way from the two error areas, a(l, 2) and a'(1, 2), associated
respectively with the two combined fractile graphs, G(1, 2) and G'(1, 2), representing
'respectively the two populations from which the two pairs of sub-samples are drawn.
That is, it is possible to take E = Ve, 2)+a’«(]1, 2)].

6.6. To test the significance of the observed separation, it is possible to use the
criterion S2/E2 which would tend to be distributed, as a first approximation, like Chi-

square.

* Which were first stated in a lecture at the Indian Statistical Institute, Calcutta, in April 1958; and
were repeated at Berkeley, Chicago, East Lansing, New York and other places in the U.S.A. in May and
June 1958.
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6.7. All the above results would remain valid even when the two sets of sub-sample
values are subjected to any combination of linear and non-linear transformations which
do not disturb the ranking of the variates.

7.1. Further observations. Although 1 have so far assumed that values of x and
y were given in the form of measurements, this is not necessary. For the x-variate, it
is sufficient that the observations are capable of being ranked as a whole. Also, let us
assume that the y-variate (also cannot be measured but) can be ranked for the whole
set of 2n sample units. After dividing the sample units into g groups (in all three cases,
namely, in the first sub-sample, in the second sub-sample and in the combined sample),
each group would consist of 7' units in the first and second sub-samples and 2n’ units
in the combined sample, and each of these sample units will have a rank-number for y.
It would be then possible to calculate the average of the rank-numbers of y (of the median
rank-number) in each group; to plot these values; and draw the graphs as already
explained. The above results would, therefore, hold also for variates which can be ranked
but cannot be measured.

7.2. Secondly, the results given above would hold for all functional relations be-
tween x and y, and also when x and y are statistically independent.

7.3. The results can be extended when y is given in the form of observations of a-
‘time-series’ with x as co-ordinates of time. The only modification would be that the
values of y (in the first and the second sub-samples) would not refer to the same time-
interval (which would constitute the group) but to a system of alternate time-intervals.
The procedure in this case would be extremely simple. The series of observations would
be automatically ranked in order of x (representing time). Either single values of y,
or the average of values of y occurring in a time-interval, would have to be plotted. Each
sub-sample would then consist of one alternate set of observations (that is, of observa-
tions occurring in one of two alternate sets of intervals of time); and the graphs can be
constructed by joining two adjoining points of observation in each sub-sample or in the
combined sample.

8. The results given in this note are of great generality and also have invariance
of a high order. It would be of interest either to prove or to disprove all or some of
‘the results. If any of the surmises given here is correct as a first approximation, it would
be also of interest to find more accurate results either generally or under different sets
of specified conditions regarding population, design of sampling, type of transformation,
type of functional relation between the variates; and in the case of time-series, the magni-
tude and pattern of the system of time-intervals used to record the observations.

9.1. Model sampling experiments. The surmises given in paragraph 6 are being
now studied by model sampling experiments in the Indian Statistical Institute. One
series of experiments consisted of drawing a pair of sub-samples from a (theoretical)
bivariate normal population with—

mean value of x =0
mean value of y =0
standard deviation of x =1
standard deviation of y = 4/2
coefficient of correlation = 1/4/2.

9.2. The results of 18 experiments are given in the following Table (J.F.G. 1).

The number of groups, g, is shown in each case in col. (2) ; the number of each group,
n', in col. (3); and the size of each sub-sample, » = n’ . g, in col. (4). The next col. (5)

15
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TaBLe (J.F.G. 1)
Fractile Graphical Analysis : Results of Model Sampling Experiments : Calcutta 1958
Sampling from bivariate normal population : m, = m, = 0;

°x=1»oy=\/-2_=l'4l;pxy=—1_=o‘7l

V2
l Number Area between two Function of area between
‘ sub-sample graphs sub-sample graphs
TEL of inl hin b of model standard J_
“, each | eachsub- | experi- | average Fhwn — n’
\c.r(ucll)ps group| sample | ments @ de\l;n&t)xon Jn7 [a+s(a)] e [a+s(@)
P ') | (n=n'.g) (m)
DRI R— [
W L) “@ ) ) ) ® )
N S |

1 ' 2 24 48 48 0-254 0-173 1-24+0-12 0-62+0-06

AN 96 48 0-219 0-140 1-52+0-14 0-76 + 007

sboar2 | a8 48 1:09 0-569 3.78+0-28 0:94+0-07

4004 4 96 48 0-767 0-347 3-76+0-25 0-94 +0-06

S| 1 a8 192 25 0-629 0-147 436+0-20 1:09+0-05

| |

£ o e | 48 48 3:25 1-10 7:96 + 0-39 1-00+0-05

7 I P 96 48 2:35 0-70 8-14+0-35 1-02+0-04

H] s 04 192 25 1-74 063 8:51+0-62 1-06 +0-08

i ,

9 116 16 102 14-5 2-84 14-48 + 0-28 0-90 +0-02
10 16 3 48 .| 148 9-39 2:10 16:26 +0-30 1-02 +0-02
11 16 6 | 96 48 675 1-99 16:54+0-70 1-03 +0-04
12 16 12 192 37 476 1-15 16:48 +0-66 1-03+0-04
13 16 24 384 18 328 0-65 16:08 +0-75 1-00+0-05
14 16 | 48 768 6 243 0-40 1681 +1-13 105+ 0-07
15 32 3 96 50 19-0 337 32:92+0-83 1-03+0-03
16 32 6 192 24 13-8 1-81 33:79+0-90 1-06 +0-03
17 | 48 1 48 48 422 517 42154075 0-88+002
18 64 3 192 24 40-4 557 69:90+ 197 1:09+0-03

gives the number, m, of model sampling experiments. In each experiment the actual
area, a(l, 2), between the two sub-sample fractile graphs (based on the averages) was
measured on squared paper; and the average value of these areas, called 4, is shown in
col. (6). The standard deviation of these areas was directly calculated from the observa-
tions and is called s(a) and is shown in col. (7). The standard deviation of the average
value, @, can be obtained by dividing s(a) by v/ m, where m is the number of experiments
as shown in col. (5).

9.3. The calculated values of v/n’ [a+5(a)] are shown in col. (8) ; and of —gf[d;i:s(d)]
in col. (9). It will be noticed that, for the same value of g, \/ n'[d4s(d)] tends to be

constant showing that 4 tends to vary as 71=, , as predicted in paragraph 6.2.
n
9.4. It will be further noticed that 4/n’[d+s(@)]/g given in col. (9), also tends, as
a first approximation, to be constant showing that 4 tends to increase in proportion to
158
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g as predicted in paragraph 6.2. It would be noticed that the observed values of
A/n’[a+5(@))/g are appreciably lower for g = 2 than for higher values of g which indicates
that present results are only approximate.

10.1. Data from the National Sample Survey. Some observational data based on
an enquiry into household budgets for consumer expenditure in the 7th Round of the
National Sample Survey of India (October 1953-March 1954) have also been used for
model sampling experiments. For this purpose 1,412 household schedules covering the
rural area of the whole of India were.selected; and the two variates chosen were ‘total
expenditure in rupees per person per 30 days' as x, and the corresponding ‘expenditure
on food items per person per 30 days as y. In each experiment a pair of sub-samples
was drawn with replacement giving equal probability to each household and the percentile
graphs were drawn in the usual way; and the area, a(l, 2), between the two sub-sample
praphs (based on medians) was measured directly on squared paper.

10.2. Results of a series of 14 experiments are shown in the following Table (J.F.G. 2)
in which the different columns are arranged in exactly the same way as in Table (J.F.G. 1).

TasLe (J.F.G. 2)
Fractile Graphical Analysis : Results of Model Sampling Experiments : Calcutta 1958

Sampling from consumer expenditure data,* National Sample Survey, 7th Round,
October 1953-March 1954 : All India Rural : 1,412 households

Numbe: Area between two Function of area between
umber sub-sample graphs sub-sample graphs
I§Il(; of 'mh ﬁn b of model standard Jn
g each | each sub- | experi- | average rpwe - N
ET(O;)DS group | sample | ments @ de\./sl(a;t)lon Jn [8+s5@)] r [a+s(@)]
) | (n=n"g) (m) .
me 3) @ ® (6) Q) ®8) 6]
1 2 24 48 50 1-12 0-829 5:51+0-575 2:76+0-29
2 4 12 48 50 3-88 2:08 13-4 +1-02 3:35+0-26
3 4 24 96 50 240 0-969 11-8 +0-67 2:95+0-17
4 4 48 192 50 1-85 1-07 12-8 +1-05 3:20+0-26
5 8 6 48 50 11-39 4-84 279 +1-68 3-49+0-21
6 8 12 96 50 716 2-78 248 +1-36 3:10+0:17
7 8 24 192 50 5-80 2:44 284 +1-69 3755+0-21
8 16 1 16 99 48-32 15-65 48:3 +1-57 3:02+0-10
9 16 3 48 200 29-57 9-29 5112 +1-14 3:20+0:07
10 16 6 96 100 20-81 6-85 51:0 +1-68 3:19+0-10
11 16 12 192 50 15-69 572 54-3 +2:80 3394018
12 16 24 384 25 11-38 321 557 +3:14 3-48+0-20
13 32 3 96 50 58-98 14-10 1021 +3+45 3194011
14 48 1 48 50 135-83 25-61 1358 +3-62 2:83+0-08

* x = total expenditure in rupees per person per 30 days.
y = expenditure in rupees on food items per person per 30 days.
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10.3. It will be noticed that 4/n'[a4s(@))/g tends to remain constant but the values
for g = 2 is again appreciably lower showing the need of a more rigorous expression for
small values of g.

10.4. The results of the model sampling experiments, as far as they go, are in accord-
ance with the surmises as a first approximation. This is encouraging and shows that
systematic studies on both experimental and theoretical lines are likely to lead to fruitful
resuls.

10.5. I have much pleasure in acknowledging the help given by my young colleague,
Nikhilesh Bhattacharjee, under whose supervision the model sampling experiments were
done.
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