A NOTE ON THE MATHEMATICAL EXPECTATION OF THE
'ARIANCE OF TIE REGRESSION COEFFICIENT

By SUBHENDUSEKHAR BOSE,

STATISTICAL LABORATORY, PrESIENCY COLLEGE, CALCUTTA.

The following expression® for the variance of regression cocflicient (b=r. s,/s,) was
given by R, A, Fisher ("*The Goodness of Fit of Regression Formulee and the Distribution
of Regression Coefficients,” Jour. Roy. Stat, Soc., Vol. 75, Part IV, July, 1922, p. 608).
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where y, xz, are the comhled variates, £ the mean value of x; Y the value of y
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where s,, 5,, are tha sample values of the standard deviations of y and x respectively,

Karl Pearson gave the population value of the variance of the regression coefficient
in terms of the populati (“"Further Coatributi to the Theory of Small

Samples,” Biometrika, Vol. 17, 1925, p. 196).
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where 9, o, are the population values of the variances of y and x, and ¢ is the population
value of the coefficient of correlation.
P. C. Mahalanobis in his Editorial Note on my “Tables for Testing the Significance

of Linear Regression in the case of Time Series and other Single-Valued Samples”
(Sankhys, Vol. 1, Parts 2 and 3, August, 1934, p. 284) had stated that &' (Pearson’s

*The notations used in the original papers cited here have been changed considerably in many
cascs.

22



THE VARIANCE OF REGRESSION COEFFICIENT

lon) is the | ical ion of 5* (Fisher's expression). That is, using
E as a symbol for mathematical expectation,
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A proof of this result is given below. The mathematical expectation of »* can be
directly evaluated :—
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where ¢ {r, 1,, 3,) is the jolnt distribution of the two dard deviations and the coeffici
of corretation.

Por a bi-variate normal lation wth dard deviati oy, ¢, and coeflicient of
correlation ¢, R. A, Fisher (“Frequency Distributions of the Values of the Correlation
Caefficient in Samples from an Indefinitely Large Population,* Riometrika, Vol. 10, I91S,
p. S10) has shown this distribution to be
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where z, is a constant, and
7= e (1—p)n (5.1)
= o (1-p)/n.. (5.2)
B o= gty BB (5.3)
we first require
1, = J:f .f: (1= 8,2 8,70 P {1, 51, 5,) dr. ds,. ds, (6)

Pearson has given in the paper already cited (Biometrike, Vol, 17, p. 195) a very
general expression for integrals of the following form :—
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Coinpanng equations (6) and {6:1), in Pearson’s notation we have p=0, i=2, g, =2, g,= -2,
Substituting these values in Pearson’s equation on p. 195 we get
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Penrson has also given the value of the above integral in equation (xx), p. 184 of the
paper already cited. In our notation,
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We thus find
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we get finally
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which is the required result,

(Calcutta, July, 1033.)
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