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A popular measure to assess 2-level supersaturated designs is the E(s2) criterion. In this paper,
improved lower bounds on E(s2) are obtained. The same improvement has recently been estab-
lished by Ryan and Bulutoglu [2007. E(s2)-optimal supersaturated designs with goodminimax
properties. J. Statist. Plann. Inference 137, 2250--2262]. However, our analysis provides more
details on precisely when an improvement is possible, which is lacking in Ryan and Bulutoglu
[2007. E(s2)-optimal supersaturated designs with good minimax properties. J. Statist. Plann.
Inference 137, 2250--2262]. The equivalence of the bounds obtained by Butler et al. [2001. A
general method of constructing E(s2)-optimal supersaturated designs. J. Roy. Statist. Soc. B 63,
621--632] (in the cases where their result applies) and those obtained by Bulutoglu and Cheng
[2004. Construction of E(s2)-optimal supersaturated designs. Ann. Statist. 32, 1662--1678] is
established. We also give two simple methods of constructing E(s2)-optimal designs.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Supersaturated designs have received considerable attention in the recent past due to their usefulness in factor screening. In
a factorial experiment involving m two-level factors and n runs, n is required to be at least m + 1 for the estimability of all main
effects. A design is called supersaturated if n<m + 1. Under the assumption of effect sparsity that only a small number of factors
are active, supersaturated designs can provide considerable cost saving in factor screening.

We represent an n-run supersaturated design form two-level factors by an n×mmatrixX of 1's and−1'swherewe assume that
each column of X has an equal number of 1's and −1's and n>4 is even. We also assume that for any two columns u= (u1, . . . ,un)

′
and v = (v1, . . . , vn)

′ of X, u �= ±v. The number of possible factors that can be accommodated is at mostM, where

M = 1
2

⎛
⎝ n

n
2

⎞
⎠ =

⎛
⎝ n − 1

n
2

− 1

⎞
⎠ .

Thuswehaven−1 <m�M. The choice of two-level supersaturateddesignshasmainly beenbasedon the E(s2)-optimality criterion
proposed by Booth and Cox (1962). An E(s2)-optimal supersaturated design is one that minimizes E(s2) = ∑

i�=j s
2
ij/{m(m − 1)},

where sij is the (i, j)-th entry of X′X.
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Nguyen (1996) and Tang and Wu (1997) independently derived the lower bound (LB)

E(s2)� (m − n + 1)n2

(m − 1)(n − 1)
, (1.1)

for any supersaturated designwithm factors and n runs.When n ≡ 0 (mod4), this bound can be achieved only ifm is amultiple of
n− 1; when n ≡ 2 (mod4),m needs to be an even multiple of n− 1. Bulutoglu and Cheng (2004) and Butler et al. (2001) provided
better LBs for E(s2) than (1.1).

In Section 2, we obtain further improved LBs on E(s2). After the first version of this paper was submitted, our attention was
drawn to a recent work of Ryan and Bulutoglu (2007) who also derived similar improved bounds. However, our analysis towards
finding improved LBs providesmore details as it precisely identifies the situations when an improvement is possible. Such details
are not provided in Ryan and Bulutoglu (2007); see the discussion in Section 2. In Section 3, we present in simpler terms the
improved LBs. In the process, the equivalence of the bounds obtained by Butler et al. (2001) (in the cases where their result
applies) and those obtained by Bulutoglu and Cheng (2004) is established. Finally in Section 4, we give two simple methods for
constructing E(s2)-optimal designs, one of which has also been described by Ryan and Bulutoglu (2007). The proofs of all the
results are postponed to Section 5.

2. Improved LBs on E(s2)

From Theorem 3.1 of Bulutoglu and Cheng (2004), it follows that for given m and n, m>n − 1 (m not a multiple of n − 1
when n ≡ 0 (mod4); or, m not an even multiple of n − 1 when n ≡ 2 (mod4)) there exists a unique integer q such that
(q − 2)(n − 1) <m< (q + 2)(n − 1) and (m + q) ≡ 2 (mod4). However, if we do not put the restriction of (i) m not being a multiple
of n − 1 when n ≡ 0 (mod4) and (ii) m not being an even multiple of n − 1 when n ≡ 2 (mod4), then we show that there exists
a unique non-negative integer q such that (q − 2)(n − 1)�m< (q + 2)(n − 1) and (m + q) ≡ 2 (mod4). An explicit expression
for q is also given. It can be verified that the Bulutoglu--Cheng proof goes through even for m = n − 1 and for q such that
(q−2)(n−1)�m< (q+2)(n−1) and (m+ q) ≡ 2 (mod4). Thus, subject to this minor modification, Theorem 3.1 of Bulutoglu and
Cheng (2004) would hold for all m and n with m�n − 1. Note that even though supersaturated designs have been defined only
form>n−1, the bounds are still meaningful form�n−1. For givenm and n, the following result gives an explicit expression for
q. Throughout, for z >0, [z] stands for the largest integer contained in z.

Lemma 2.1. For given n ≡ 0 (mod2), m ≡ k (mod4), 0�k�3 and m�n − 1, there is a unique non-negative integer q such that
(q − 2)(n − 1)�m< (q + 2)(n − 1) and (m + q) ≡ 2 (mod4). This unique q is given by q = 4[(m + k(n − 1))/4(n − 1)] + 2 − k.

Let

g(q) = n((m + q)2 − n(q2 + m)), a1 = (q − 2)(n − 1), a2 = (q − 2)(n − 1) + n/2,

a3 = (q − 1)(n − 1), a4 = (q + 1)(n − 1), a5 = (q + 2)(n − 1) − n/2,

a6 = (q + 2)(n − 1), a′
2 = (q − 3)(n − 1) + 3n/2, a′

5 = (q + 3)(n − 1) − 3n/2,

a′′
2 = (q − 1)(n − 1) − n/2, a′′

5 = (q + 1)(n − 1) + n/2.

Also, let

R= {m : a1�m<a6}, R11 = {m : a3�m�a4} =R21 =R31,

R12 = {m : a2�m<a3 or a4 <m�a5}, R13 = {m : a1�m<a2 or a5 <m<a6},

R22 = {m : a′
2�m<a3 or a4 <m�a′

5}, R23 = {m : a1�m<a′
2 or a′

5 <m<a6},

R32 = {m : a′′
2�m<a3 or a4 <m�a′′

5}, R33 = {m : a1�m<a′′
2 or a′′

5 <m<a6}.
Note thatR covers the entire range ofm and

R=R11 ∪R12 ∪R13 =R21 ∪R22 ∪R23 =R31 ∪R32 ∪R33.

Bulutoglu and Cheng (2004) in their Theorem 3.1 had considered the set {m : a3 <m<a4} instead of the sets Ri1, i = 1, 2, 3.
However, since m + q is even, m �= (q ± 1)(n − 1), in the definition of Ri1, i = 1, 2, 3, we kept the closed intervals for m, without
affecting the results. The LBs given in Theorem 3.1 of Bulutoglu and Cheng (2004) can now be rephrased as below.

When n ≡ 0 (mod4) and m ∈ R1i, i = 1, 2, 3, E(s2)�B1i/m(m − 1), where

B11 = g(q) + 2n(n − 2),

B12 = g(q) − 2n(n − 2) + 4n|m − q(n − 1)|,
B13 = g(q) + 4n(n − 1). (2.1)
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When n ≡ 2 (mod4), m ∈ R2i, i = 1, 2, 3, q is even, E(s2)� max(B2i/m(m − 1), 4), where

B21 = g(q) + 2n(n − 2) + 8,

B22 = g(q) − 2n(n − 10) + 4(n − 2)|m − q(n − 1)| − 24,

B23 = g(q) + 4n(n − 1). (2.2)

When n ≡ 2 (mod4), m ∈ R3i, i = 1, 2, 3, q is odd, E(s2)� max(B3i/m(m − 1), 4), where

B31 = g(q) + 2n(n − 2),

B32 = g(q) − 2n(n − 2) + 4n|m − q(n − 1)|,
B33 = g(q) + 4n(n − 3) + 8|m − q(n − 1)| + 8. (2.3)

For obtaining the LBs for E(s2), Bulutoglu and Cheng (2004) and Butler et al. (2001) used structural properties of the matrix
XX′. We use a property of the matrix X′X to improve the abovementioned LBs of E(s2). We shall use A(v) to denote a term which
has a factor v. The following three lemmas are useful in the sequel.

Lemma 2.2. For n ≡ 0 (mod4), each of B11,B12 and B13 is a multiple of 32.

Lemma 2.3. For n ≡ 2 (mod4) and q even, each of B21 − 4m(m − 1), B22 − 4m(m − 1) and B23 − 4m(m − 1) is a multiple of 64.

Lemma 2.4. For n ≡ 2 (mod4) and q odd, B32 − 4m(m − 1) and B33 − 4m(m − 1) have a factor 64, whereas B31 − 4m(m − 1) has
a factor 32. Moreover, B31 − 4m(m − 1) has a factor 64 unless (i) m ≡ 1 (mod4) and (m + q) ≡ 6 (mod8) or (ii) m ≡ 3 (mod4) and
(m + q) ≡ 2 (mod8).

Based on Lemmas 2.2--2.4, one can prove the following result.

Theorem 2.1. Let n ≡ 0 (mod2),m ≡ k (mod4),m�n − 1, q = 4[(m + k(n − 1))/4(n − 1)] + 2 − k, g(q) = n((m + q)2 − n(q2 + m)),
� = m(m − 1) and for i = 1, 2, 3, B1i, B2i, B3i are as in (2.1)--(2.3), respectively. Then,

(1) when n ≡ 0 (mod4) and m ∈ R1i, E(s2)�B1i/�, i = 1, 2, 3;
(2) when n ≡ 2 (mod4), m ∈ R2i and q is even, E(s2)� max(B∗

2i/�, 4), i = 1, 2, 3, where for i = 1, 2, 3, B∗
2i = B2i;

(3) when n ≡ 2 (mod4),m ∈ R3i and q is odd, E(s2)� max(B∗
3i/�, 4), i = 1, 2, 3, where for i = 2, 3, B∗

3i = B3i and B∗
31 = B31 + x with

x =
{
32 if m ≡ (1 + 2j) (mod4) and (m + q) ≡ (6 − 4j) (mod8), for j = 0 or 1,
0 if m ≡ (1 + 2j) (mod4) and (m + q) ≡ (2 + 4j) (mod8), for j = 0 or 1.

The LB improvements of Ryan and Bulutoglu (2007) are the same as above. This can be seen by noting the following:

(i) For n ≡ 2 (mod4), the Ryan--Bulutoglu bounds are E(s2)�4 + 64�−1��(h − 4)/64	+, where h takes different values same as
our respective Bij/� of (2.2) and (2.3);

(ii) 4 + 64�−1��(h − 4)/64	+ = max(4 + 64�−1�(Bij − 4�)/64	, 4) = max(B∗
ij/�, 4).

However, unlike that in Ryan and Bulutoglu (2007), our analysis is more transparent as it tells exactly when an improvement
is possible and by how much. This also allows one to establish an equivalence result in the next section. Ryan and Bulutoglu
(2007) found an E(s2)-optimal supersaturated design for all cases with n�16 except the 14 run and 16 factor case; see Ryan and
Bulutoglu (2007) for details.

3. Equivalent form of the improved LBs

Bulutoglu and Cheng (2004) were the first to present a complete solution on LBs to E(s2) for anym>n− 1. Earlier, Butler et al.
(2001) had obtained LBs to E(s2) for m = p(n − 1) ± r, 0� r < n/2, where (i) p is positive and n ≡ 0 (mod4) and (ii) p is even and
n ≡ 2 (mod4).

Bulutoglu and Cheng (2004)made a numerical comparison to see how their bounds compare with those of Butler et al. (2001).
The numerical comparison suggested that Bulutoglu--Cheng bounds are in agreement with Butler et al. (2001) bounds in the
cases where they are applicable. We now give an equivalent form of the improved LBs. This equivalent form also establishes
the equivalence of the bounds obtained by Bulutoglu and Cheng (2004) and those obtained earlier by Butler et al. (2001) for all
cases where their result applies. In the process, we present in simpler terms the LBs of Bulutoglu and Cheng (2004) and their
improvements. We have the following result for the improved LBs covering the full scenario in a more elegant form which in
particular, includes the case of p being odd, a case not covered explicitly by the earlier results.
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Theorem 3.1. For a supersaturated design with n runs and m = p(n − 1) ± r factors (p positive, 0� r < n/2), E(s2) is greater than or
equal to the LB, where LB is as defined below:

(1) Let n ≡ 0 (mod4). Then,

LB = n2(m − n + 1)
(n − 1)(m − 1)

+ n
m(m − 1)

{
D(n, r) − r2

n − 1

}
,

where

D(n, r) =

⎧⎪⎪⎨
⎪⎪⎩
n + 2r − 3 for r ≡ 1 (mod4),
2n − 4 for r ≡ 2 (mod4),
n + 2r + 1 for r ≡ 3 (mod4),
4r for r ≡ 0 (mod4).

(2) Let n ≡ 2 (mod4). Then,

LB = max

{
n2(m − n + 1)
(n − 1)(m − 1)

+ n
m(m − 1)

{
D(n, r) − r2

n − 1

}
, 4

}
,

where
(i) when p is even,

D(n, r) =

⎧⎪⎪⎨
⎪⎪⎩
n + 2r − 3 + x/n for r ≡ 1 (mod4),
2n − 4 + 8/n for r ≡ 2 (mod4),
n + 2r + 1 for r ≡ 3 (mod4),
4r for r ≡ 0 (mod4),

(ii) when p is odd,

D(n, r) =

⎧⎪⎪⎨
⎪⎪⎩
2r − 8r/n + n − 16/n + 9 for r ≡ 1 (mod4),
4r − 8r/n − 8/n + 8 for r ≡ 2 (mod4),
2r + n + 8/n − 3 for r ≡ 3 (mod4),
2n − 4 + x/n for r ≡ 0 (mod4),

and x = 32 if {(m − 1 − 2i)/4 + [(m + (1 + 2i)(n − 1))/4(n − 1)]} ≡ (1 − i) (mod2), for i = 0 or 1; else x = 0.

Note that LB in (1) and in (2) with p even (except r ≡ 1 (mod4), x �= 0) of Theorem 3.1 are the same as in Butler et al. (2001).
The LB in (2) for p even, r ≡ 1 (mod4), x �= 0 and for p odd, r ≡ 0 (mod4), x �= 0 are an improvement over the earlier bounds of
Bulutoglu and Cheng (2004) but the same as that of Ryan and Bulutoglu (2007).

4. Methods of constructing E(s2)-optimal designs

In this section, we give two methods for constructing E(s2)-optimal supersaturated designs. In the first method, Hadamard
matrices are used to obtain E(s2)-optimal designs for m = n + 1 or m = n factors each at 2 levels in n runs where n ≡ 2 (mod4).
In the second method we use complement of a supersaturated design and show that the complementary design is E(s2)-optimal
if the original supersaturated design is E(s2)-optimal. This idea exists, for example, in Bulutoglu and Cheng (2004) and Eskridge
et al. (2004). However, in their case, this property was attributed to augmentation of two balanced incomplete block designs.
The result given in Theorem 4.2, which was also obtained by Ryan and Bulutoglu (2007), generalizes the idea to cover all cases.
In fact, this result reduces the general problem of identifying E(s2)-optimal designs to half. That is, one needs only to look for

E(s2)-optimal designs withm� 1
4

(
n
n
2

)
= M/2. The two methods of construction follow.

Theorem 4.1. For n ≡ 2 (mod4) if a Hadamard matrix of order n+2 exists then an n run, (n+1) factor, E(s2)-optimal supersaturated
design X with E(s2) = 4 can be obtained. The design remaining after deleting any one column of X is an n run, n factor, E(s2)-optimal
supersaturated design with E(s2) = 4.

Note that since for a 2n+1 experiment in n runs (n ≡ 2 (mod4)), the design X has E(s2)=4, therefore any subset of the columns
of Xwould give rise to a design havingminimum E(s2). A useful connection can be drawn from the result of Theorem 4.1 to that in
Cheng and Tang (2001). These authors show that B(n, 2)�n+2, when n ≡ 2 (mod4), where B(n, 2) denotes themaximumnumber
of columns a supersaturated design can have under the constraint that max |s|�2. Theorem 4.1 shows that B(n, 2)�n + 1.

Theorem 4.2. Let d be an E(s2)-optimal supersaturated design for a 2m experiment in n runs, where n − 1 <m�M. Then the design
d′ having M − m columns of Y which are not columns of d is an E(s2)-optimal supersaturated design for a 2M−m experiment in n runs,
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where Y is an n×Mmatrix,whose columns represent the M factors, such that for any two columns u= (u1, . . . ,un)
′ and v= (v1, . . . , vn)

′
of Y, u �= ±v.

Let g′ be a design obtained by taking all the M − m columns of Y which are not columns (or −1 times the columns) of a given
design g involving m factors. Also, let Eg be the value of E(s2) for the design g. Then using the structural properties of Y ′Y , it can
be shown that

Eg′ = n2(M − 2m)M(n − 1)−1 + m(n2 + (m − 1)Eg) − (M − m)n2

(M − m)(M − m − 1)

or

Eg′ = n2(M − 2m)(M − n + 1)
(n − 1)(M − m)(M − m − 1)

+ m(m − 1)Eg
(M − m)(M − m − 1)

. (4.1)

Based on the above observation, it would be natural to ask whether the relation between Eg and Eg′ , namely (4.1), can be used
to further improve the bounds of Theorem 3.1. In what follows, we show that the LBs of Theorem 3.1 agree (except when
n ≡ 2 (mod4) with either m�n + 1 or m�M − n − 1) for the designs g′ when one uses the LB of Theorem 3.1 for g in (4.1). In
other words, the LB for g′ can simply be obtained by substituting the LB for g in (4.1).

Let t=n/2. Then we can writeM asM=p∗(n−1), where p∗ = t−1
(
2(t−1)
t−1

)
is a positive integer (being a Catalan number). Now,

for the design g, letm= p(n−1)± r (p positive, 0� r < n/2,m�n+2). Then, for g′ the number of factors isM−m=M− p(n−1)∓
r= (p∗ −p)(n−1)∓ r. Also, when t is odd (i.e., the case when n ≡ 2 (mod4)), by taking t=2w+1 for somew, p∗ = (2w+1)−1

(
4w
2w

)
is even since

(
4w
2w

)
is even. Thus, when n ≡ 2 (mod4), for p even (odd), p∗ − p is even (odd). Therefore, while obtaining LB using

Theorem 3.1, the values of {D(n, r)− r2/(n− 1)} =H (say), are same for g and g′. Let g attain the LB. Then, substituting the LB value
in place of Eg in (4.1) gives (on simplification)

Eg′ = n2(M − m − n + 1)
(n − 1)(M − m − 1)

+ nH
(M − m)(M − m − 1)

.

This establishes our claim.
When n ≡ 2 (mod4), LB = 4 form�n + 2 and LB >4 form>n + 2, since

n2(m − n + 1)
(n − 1)(m − 1)

+ n
m(m − 1)

{
D(n, r) − r2

n − 1

} < 4 when m<n + 2,
= 4 when m = n + 2,
> 4 when m>n + 2.

This is the reason why, for n ≡ 2 (mod4) with m�n + 1, on substituting Eg = 4, (4.1) gives Eg′ (with M − m factors) leading to a
sharper LB than what is provided by Theorem 3.1.

In closing this section, we make some remarks on near optimal designs obtained by Eskridge et al. (2004) for n ≡ 2 (mod4)
andm= j(n− 1), j odd, using the properties of regular graph designs (RGDs). For their designs obtained from generators of cyclic
RGD,

E(s2) = n2(m − n + 1)
(n − 1)(m − 1)

+ 4(n − 1)(n − 2)
m(m − 1)

. (4.2)

With n�10 and j >2, Eskridge et al. (2004) obtained the LBs to the E(s2)-efficiency (using Nguyen--Tang--Wu bounds) and also
showed that their designs have E(s2)-efficiency greater than 0.9493. Now, for n ≡ 2 (mod4),m= j(n−1), j odd, based on Theorem
3.1, the LB for E(s2) is given by

E(s2)� n2(m − n + 1)
(n − 1)(m − 1)

+ n(2n − 4 + x/n)
m(m − 1)

, (4.3)

where x = 32 if {(m − 1 − 2i)/4 + [(m + (1 + 2i)(n − 1))/4(n − 1)]} ≡ (1 − i) (mod2), for i = 0 or 1; else x = 0.
Using (4.2) and (4.3) we get a sharper LB to the E(s2)-efficiency, given by

E(s2)-efficiency� 1 + b
1 + a

, (4.4)

wherea=4(n−2)(n−1)2/{mn2(m−n+1)},b=(2n−4+x/n)(n−1)/{mn(m−n+1)}and x=32 if
{
(m − 1 − 2i)/4 + [{m + (1 + 2i)(n − 1)}/

{4(n − 1)}]} ≡ (1 − i) (mod2), for i = 0 or 1; else x = 0.
From (4.4), it follows that the designs based on an RGD have E(s2)-efficiency greater than 0.9774. This shows that RGD based

designs have efficiencies higher than what is presently known. However, in the light of results in Ryan and Bulutoglu (2007), it
should be noted that for n ≡ 2 (mod4) andm= j(n− 1), j odd, the RGD based designs are not necessarily E(s2)-optimal and there
exist examples in which these are not so.
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5. Proofs

Proof of Lemma 2.1. Given m, q = 4x + 2 − k for some integer x, since m ≡ k (mod4) and (m + q) ≡ 2 (mod4). Now, (q − 2)(n −
1)�m< (q + 2)(n − 1) implies m/(n − 1) − 2 < q�m/(n − 1) + 2 which, on substituting for q, yields {m + k(n − 1)}/{4(n − 1)} −
1 < x� {m + k(n − 1)}/{4(n − 1)}. Thus, x = [{m + k(n − 1)}/{4(n − 1)}] and we get the desired expression for q. By substituting the
four possible values of k in the expression for q, it follows that q is non-negative. �

Proof of Lemma 2.2. For t >0, let n = 4t. Now, since (m + q) ≡ 2 (mod4), it follows that q2 + m is even. Let q + m = 4w + 2 for
some positivew. Then g(q)=n((m+q)2−n(q2+m))=4t(4w+2)2−16t2A(2)=64tw(w+1)+16t−A(32)=A(32)+16t. Therefore,
B11 = g(q)+ 2n(n− 2)= A(32)+ 16t + 32t2 − 16t = A(32), B12 = g(q)− 2n(n− 2)+ 4n|m− q(n− 1)| = A(32)+ 16t − 32t2 + 16t +
16t|2(2w − 2tq + 1)| = A(32), B13 = g(q) + 4n(n − 1) = A(32) + 16t + 64t2 − 16t = A(32). �

Proof of Lemma 2.3. For t >0, let n= 4t+ 2. Now, since (m+ q) ≡ 2 (mod4) and q is even, it follows that either (i)m ≡ 2 (mod4)
and q ≡ 0 (mod4) or (ii) m ≡ 0 (mod4) and q ≡ 2 (mod4). This implies that for some non-negative integers y, s, and i = 0 or 1,
we have m = 4y + 2i and q = 4s + 2 − 2i. Now, substituting for n, m and q, and using the fact i2 = i, we have after simplification,
g(q) − 4m(m − 1) = n((m + q)2 − n(q2 + m)) − 4m(m − 1) = 32(2t + 1){y(y + 1) − s(s + 1) − 4ts(s + 1) + 2ys − 4ts} − 64{t2 + y2 +
yt(t + 1)} − 48t − 8 + 64i{4st(t + 1) + y + s} + 32it(t + 1) = A(64) − 48t − 8. Therefore, B21 − 4m(m − 1) = g(q) − 4m(m − 1) +
2n(n− 2)+ 8= A(64)− 48t − 8+ 16t(2t + 1)+ 8= A(64)+ 32t(t − 1)= A(64), B22 − 4m(m− 1)= g(q)− 4m(m− 1)− 2n(n− 10)+
4(n− 2)|m− q(n− 1)| − 24 =A(64)− 48t − 8− 32t2 + 48t + 8± 64t(y− s− 4st + 2t(i− 1)+ i)∓ 32t = A(64)− 32t(t ± 1)= A(64),
B23 − 4m(m − 1) = g(q) − 4m(m − 1) + 4n(n − 1) =A(64) − 48t − 8 + 8(8t2 + 6t + 1) = A(64) + 64t2 = A(64). �

Proof of Lemma 2.4. For t >0, let n = 4t + 2. Now, since (m + q) ≡ 2 (mod4) and q odd, it follows that either (i) m ≡ 1 (mod4)
and q ≡ 1 (mod4) or (ii)m ≡ 3 (mod4) and q ≡ 3 (mod4). This implies that for some non-negative integers y, s, and i= 0 or 1, we
have m = 4y + 2i + 1 and q = 4s + 2i + 1. Now, substituting for n, m and q, and using the fact i2 = i, we have after simplification,
g(q)− 4m(m − 1) = n((m+ q)2 − n(q2 +m)) − 4m(m− 1) = 64(2t + 1)(ys+ yi − ts− 2ts2 − 2tsi)− 64t(y2 − s2 − ty − 2ti)− 64yi−
32it(t + 1) − 32(y2 + s2 + t2) − 16t = A(64) − 32(y2 + s2 + t2) − 16t. Therefore, B31 − 4m(m − 1) = g(q) − 4m(m − 1) + 2n(n −
2)= A(64)− 32(y2 + s2 + t2)− 16t + 32t2 + 16t = A(64)− 32(y2 + s2), B32 − 4m(m− 1)= g(q)− 4m(m− 1)− 2n(n− 2)+ 4n|m−
q(n − 1)| = A(64) − 32(y2 + s2 + t2) − 16t − 32t2 − 16t + 32(2t + 1)|y − s − t − 2t(2s + i)| = A(64) − 64t(t − |y − s − t − 2t(2s +
i)|) − 32{y(y ∓ 1) + s(s ± 1) ± 2t(2s + i) + t ± t} = A(64), B33 − 4m(m − 1) = g(q) − 4m(m − 1) + 4n(n − 3) + 8|m − q(n − 1)| + 8
=A(64)−32(y2+s2+t2)−16t+64t2+16t+32|y−s−t−2t(2s+i)|=A(64)+64t2−32{y(y∓1)+s(s±1)+t(t±1)±2t(2s+i)}=A(64).
Now, B31 − 4m(m − 1) is an odd multiple of 32 if and only if y2 + s2 is odd. Also, y2 + s2 is odd if and only if y + s is odd. Let
y + s = 2w + 1 for some w. Then m + q = 4(y + s) + 2 + 4i = 8w + 6 + 4i and either of the following holds:

(i) i = 0, (m + q) ≡ 6 (mod8),
(ii) i = 1, (m + q) ≡ 2 (mod8).

Similarly, it follows that y + s is even when m + q = 8w + 2 + 4i, implying either (i) i = 0, (m + q) ≡ 2 (mod8) or (ii) i = 1,
(m + q) ≡ 6 (mod8). �

Proof of Theorem 2.1. The result basically follows from Lemmas 2.2--2.4 and the following facts:

(i) For n ≡ 0 (mod4), sij is an integral multiple of 4 for all i �= j. Therefore,
∑

i�=js
2
ij is a multiple of 32.

(ii) For n ≡ 2 (mod4), we have |sij| ≡ 2 (mod4). This means that s2ij = A(32) + 4. Therefore,
∑

i�=j s
2
ij − 4m(m − 1) = A(64).

Forn ≡ 0 (mod4),wehave already seen in Lemma2.2 that each ofB11,B12 and B13 is amultiple of 32. Also,when n ≡ 2 (mod4),
Lemmas 2.3 and 2.4 show that each of B21 −4m(m−1),B22 −4m(m−1),B23 −4m(m−1),B32 −4m(m−1) and B33 −4m(m−1) is
a multiple of 64 while B31 − 4m(m− 1) is a multiple of 32 but not necessarily a multiple of 64. This leads to the LB improvement
for the bound involving B31 by increasing B31 to B31 + 32 in all those cases where B31 − 4m(m − 1) is not a multiple of 64. �

Proof of Theorem 3.1. For some integers i and r, let m = (q ∓ i)(n − 1) ± r. Then,

q = m ∓ r
n − 1

± i and m + q = (q ∓ i)n ± (i + r) ≡ 2 (mod4). (5.1)

Substituting the value of q from (5.1) in g(q) and after some simplification, we have

g(q) = n(m + q)2 − n2(q2 + m) = m(m − 1)T + n

{
2ri − (n − 1)i2 − r2

n − 1

}
, (5.2)
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where T = n2(m− n+ 1)/{(n− 1)(m− 1)}. We now consider the various ranges ofm that have been used in Theorem 2.1, leading
to different cases detailed below.

Case 1: m ∈ R11 if and only if m = (q ∓ i)(n − 1) ± r for some r ∈ [0,n/2) and either i = 0 or 1 where r ≡ (2 − i) (mod4). Then,
using (5.2), the LB B11/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 2n(n − 2)
m(m − 1)

= T + n
m(m − 1)

{
2n − 4 − (n − 1)i2 + 2ri − r2

n − 1

}
. (5.3)

For n ≡ 0 (mod4) andm= p(n− 1)± r for some positive p and 0� r < n/2, substituting i= 0 and 1 in (5.3) gives the respective LBs
as

LB = T + n
m(m − 1)

{
2n − 4 − r2

n − 1

}
, r ≡ 2 (mod4), (5.4)

LB = T + n
m(m − 1)

{
n + 2r − 3 − r2

n − 1

}
, r ≡ 1 (mod4). (5.5)

Case 2: m ∈ R12 if and only if m = (q ∓ i)(n − 1) ± r for some r ∈ [0,n/2) and i = −1 where r ≡ 3 (mod4). Then, with i = −1,
using (5.1) and (5.2), the LB B12/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) − 2n(n − 2) + 4n|m − q(n − 1)|
m(m − 1)

= T + n
m(m − 1)

{
n + 2r + 1 − r2

n − 1

}
. (5.6)

For n ≡ 0 (mod4) and m = p(n − 1) ± r for some positive p (0� r < n/2), (5.6) gives the LB as

LB = T + n
m(m − 1)

{
n + 2r + 1 − r2

n − 1

}
, r ≡ 3 (mod4). (5.7)

Case 3:m ∈ R13 if and only ifm = (q ∓ i)(n − 1) ± r for some r ∈ [0,n/2) and i = 2 where r ≡ 0 (mod4). Then, with i = 2, using
(5.2), the LB B13/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 4n(n − 1)
m(m − 1)

= T + n
m(m − 1)

{
4r − r2

n − 1

}
. (5.8)

For n ≡ 0 (mod4) and m = p(n − 1) ± r for some positive p (0� r < n/2), (5.8) gives the LB as

LB = T + n
m(m − 1)

{
4r − r2

n − 1

}
, r ≡ 0 (mod4). (5.9)

Case 4: m ∈ R21 if and only if m = (q ∓ i)(n − 1) ± r for some r ∈ [0,n/2) and either i = 0 or 1 where r ≡ (2 + i) (mod4). Also,
(q ∓ i) ≡ i (mod2), i = 0, 1. Then, using (5.2), the LB B21/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 2n(n − 2) + 8
m(m − 1)

= T + n
m(m − 1)

{
2n − (n − 1)i2 + 2ri − 4 + 8

n
− r2

n − 1

}
. (5.10)

For n ≡ 2 (mod4) and m = p(n − 1) ± r for some positive p ≡ i (mod2) (0� r < n/2), substituting i = 0 and 1 in (5.10) gives the
respective LB as

LB = T + n
m(m − 1)

{
2n − 4 + 8

n
− r2

n − 1

}
, p even, r ≡ 2 (mod4), (5.11)

LB = T + n
m(m − 1)

{
n + 8

n
+ 2r − 3 − r2

n − 1

}
, p odd, r ≡ 3 (mod4). (5.12)

Case5:m ∈ R22 if andonly ifm=(q∓i)(n−1)±r for some r ∈ [0,n/2−1) and i=−1where r ≡ 1 (mod4). Also, (q±1) ≡ 1 (mod2).
Then, with i = −1, using (5.1) and (5.2), the LB B22/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) − 2n(n − 10) + 4(n − 2)|m − q(n − 1)| − 24
m(m − 1)

= T + n
m(m − 1)

{
2r − 8r

n
+ n − 16

n
+ 9 − r2

n − 1

}
. (5.13)

Note that since n ≡ 2 (mod4) and r ≡ 1 (mod4), (n/2 − 1) ≡ 0 (mod2) and r �= n/2 − 1. Thus in the above range of r, we can take
r < n/2.
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For n ≡ 2 (mod4) andm = p(n − 1) ± r for some positive p ≡ 1 (mod2) (0� r < n/2), (5.13) gives the LB as

LB = T + n
m(m − 1)

{
2r − 8r

n
+ n − 16

n
+ 9 − r2

n − 1

}
, p odd, r ≡ 1 (mod4). (5.14)

Case 6:m ∈ R23 if and only ifm= (q∓ i)(n−1)± r for some r ∈ [0,n/2] and i=2 where r ≡ 0 (mod4). Also, (q∓2) ≡ 0 (mod2).
Then, with i = 2, using (5.2), the LB B23/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 4n(n − 1)
m(m − 1)

= T + n
m(m − 1)

{
4r − r2

n − 1

}
. (5.15)

Note that since n ≡ 2 (mod4) and r ≡ 0 (mod4),n/2 ≡ 1 (mod2) and r �= n/2. Thus in the above range of r, we can take r < n/2.
For n ≡ 2 (mod4) andm = p(n − 1) ± r for some positive p ≡ 0 (mod2) (0� r < n/2), (5.15) gives the LB as

LB = T + n
m(m − 1)

{
4r − r2

n − 1

}
, p even, r ≡ 0 (mod4). (5.16)

Case 7: m ∈ R31 if and only if m = (q ∓ i)(n − 1) ± r for some r ∈ [0,n/2) and either i = 0 or 1 where r ≡ i (mod4). Also,
(q ∓ i) ≡ (1 − i) (mod2), i = 0, 1. Then, using (5.2), the LB B31/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 2n(n − 2) + x
m(m − 1)

= T + n
m(m − 1)

{
2n − (n − 1)i2 + 2ri − 4 + x

n
− r2

n − 1

}
, (5.17)

where x = 32 if m ≡ (1 + 2j) (mod4), (m + q) ≡ (6 − 4j) (mod8), for j = 0 or 1, else x = 0.
Now, using Lemma 2.1, it follows that m ≡ (1 + 2j) (mod4) if and only if m + q = m + 4[(m + (1 + 2j)(n − 1))/4(n − 1)] + 2 −

(1 + 2j) = m − (1 + 2j) + 4[(m + (1 + 2j)(n − 1))/4(n − 1)] + 2. Therefore, m ≡ (1 + 2j) (mod4) and (m + q) ≡ (6 − 4j) (mod8) is
equivalent to sayingm − (1 + 2j) + 4[(m + (1 + 2j)(n − 1))/4(n − 1)] ≡ 4(1 − j) (mod8). Thus,

m − (1 + 2j)
4

+
[
m + (1 + 2j)(n − 1)

4(n − 1)

]
≡ (1 − j) (mod2), j = 0, 1

are the conditions when x = 32. Similarly, it can be verified that

m − (1 + 2j)
4

+
[
m + (1 + 2j)(n − 1)

4(n − 1)

]
≡ j (mod2), j = 0, 1

are the conditions when x = 0.
For n ≡ 2 (mod4) andm= p(n−1)± r for some positive p ≡ (1− i) (mod2) (0� r < n/2), substituting i=0 and 1 in (5.17) gives

the respective LB as

LB = T + n
m(m − 1)

{
2n − 4 + x

n
− r2

n − 1

}
, p odd, r ≡ 0 (mod4), (5.18)

LB = T + n
m(m − 1)

{
n + 2r − 3 + x

n
− r2

n − 1

}
, p even, r ≡ 1 (mod4), (5.19)

where x = 32 if m ≡ (1 + 2j) (mod4) and (m − 1 − 2j)/4 + [(m + (1 + 2j)(n − 1))/4(n − 1)] ≡ (1 − j) (mod2), j = 0, 1, else x = 0.
Case 8:m ∈ R32 if and only ifm= (q∓ i)(n−1)±r for some r ∈ [0,n/2] and i=−1where r ≡ 3 (mod4). Also, (q±1) ≡ 0 (mod2).

Then, with i = −1, using (5.1) and (5.2), the LB B32/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) − 2n(n − 2) + 4n|m − q(n − 1)|
m(m − 1)

= T + n
m(m − 1)

{
n + 2r + 1 − r2

n − 1

}
. (5.20)

When r = n/2, it can be verified that the expression in (5.20) is the same as the expression that one would get on substituting
r = n/2 − 1 in (5.22). Therefore in the above range of r, we can take r < n/2.

For n ≡ 2 (mod4) andm = p(n − 1) ± r for some positive p ≡ 0 (mod2) (0� r < n/2), (5.20) gives the LB as

LB = T + n
m(m − 1)

{
n + 2r + 1 − r2

n − 1

}
, p even, r ≡ 3 (mod4). (5.21)

Case 9:m ∈ R33 if and only ifm=(q∓i)(n−1)±r for some r ∈ [0,n/2−1) and i=2where r ≡ 2 (mod4). Also, (q∓2) ≡ 1 (mod2).
Then, with i = 2, using (5.1) and (5.2), the LB B23/{m(m − 1)} in Theorem 2.1 is equivalent to

g(q) + 4n(n − 3) + 8|m − q(n − 1)| + 8
m(m − 1)

= T + n
m(m − 1)

{
4r − 8r

n
− 8

n
+ 8 − r2

n − 1

}
. (5.22)
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As noted in the previous case, when r = n/2 − 1, the expression in (5.22) is the same as the expression that one would get on
substituting r = n/2 in (5.20). Therefore in the above range of r, we can take r < n/2.

For n ≡ 2 (mod4) andm = p(n − 1) ± r for some positive p ≡ 1 (mod2) (0� r < n/2), (5.22) gives the LB as

LB = T + n
m(m − 1)

{
4r − 8r

n
− 8

n
+ 8 − r2

n − 1

}
, p odd, r ≡ 2 (mod4). (5.23)

Summarizing all the above cases, we have the following:

(i) Eqs. (5.4), (5.5), (5.7) and (5.9) give the LBs for E(s2) when n ≡ 0 (mod4), m = p(n − 1) ± r, p positive and 0� r < n/2,
(ii) Eqs. (5.11), (5.16), (5.19) and (5.21) give the LBs for E(s2) (subject to the fact that E(s2)�4)whenn ≡ 2 (mod4),m=p(n−1)±r,

p even and 0� r < n/2,
(iii) Eqs. (5.12), (5.14), (5.18) and (5.23) give the LBs for E(s2) (subject to the fact that E(s2)�4)whenn ≡ 2 (mod4),m=p(n−1)±r,

p odd and 0� r < n/2. �

Proof of Theorem 4.1. For n ≡ 2 (mod4), let H be a Hadamard matrix of order n + 2 where without loss of generality, the first
row and first column of H has all +1's. Delete the first row and first column of H and call the resultant (n + 1) × (n + 1) matrix
G. Now, there are n/2 columns of G, each of which has +1 in the first row. Let these columns be labelled as c1, c2, . . . , cn/2 and let

C= {c1, c2, . . . , cn/2}, C′ = {1, 2, . . . ,n + 1} −C. Delete first row of G and call the resultant n × (n + 1) matrix F.

Consider the n × n/2 sub-matrix E consisting of the columns c1, c2, . . . , cn/2 of F. Carry out the following operation: In any row
of E replace all −1's by +1's. This would affect only certain columns of E where a −1 was replaced by +1. Do the same operation
for the remaining 'unaffected' columns of E and carry out this process iteratively till there are no unaffected columns in E. Call
the resultant matrix Ē.

Let X be the n × (n + 1) matrix obtained by replacing E by Ē in F. Let sij be the (i, j)th element of X′X. Then, sij = ±2 for all i �= j,
since

(i) for i, j ∈ C′, sij = −2,
(ii) for i, j ∈ C, sij = ±2,
(iii) for i ∈ C and j ∈ C′, sij = ±2.

The rest of the proof follows from the fact that for n ≡ 2 (mod4), E(s2)�4. �
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