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Abstract

The present article proposes a fuzzy set-based classifier with a better learning and generalization capability. The proposed classifier exploits the
feature-wise degree of belonging of a pattern to all classes, generalization in the fuzzification process and the combined class-wise contribution
of features effectively. The classifier uses a n-ty pe membership function and product aggrepation reasoning rule (operator). s effectiveness is
verified with two conventional (completely labeled) data sets and two remote sensing images (partially labeled data sets). The proposed classifier
is compared with similar fuzzy methods. Different performance measures are used for quantitative evaluation of the proposed classifier.
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L. Introduction

Classification of patterns [ 1.2] 15 an important area in a van-
ety of fields including antificial intelligence [3] computer vision
[4] and image analysis [3]. In such problems, if a priord prob-
abilities and the conditional probability density of all classes
are known, then Bayes decision theory produces optimal results
[L.2]. ie., it provides minimom expected ermor. However, in
many applications, such knowledge s not available. For these
cases algorithms like maximum likelihood (ML) [1], k-nearest
neighbor [1.2] and the soft computing tools like neural net-
works (NNs) [6.7], fuzzy sets [8-10], gencte algorithms [11]
are used.

A conventional hard or non-fueey classifier assumes that the
pattern X belongs o a particular class only according 1o the
given criteria. The hard classifiers are thus easy to implement
amd can be used o classify the classes that are well separa-
ble, well defined and have distinet boundaries. However, these
algorithms may not be useful w classify ill-defined with over-
lapping classes. For such problems fueey classifiers [8.12] are
more useful as it allows imprecise class definition and recog-
nize pattems belonging o more than one class [13,14] with
varying degree of membership values. Thus the partitions in

fuzzy classes are soft and gradual rather than hard and cnsp.
With the coming of furey sets [B], many research works have
been caried out for applications to patlem classification and
decision making problems. The most important work done in
this area includes fuzzy k-nearest neighbor algorithm by Keller
etal. [15], fuzey rule-based algonthms by Ishibuchi et al. [16],
Abe and Lan [17] and fuzzy ML classifier by Wang [ 18]. In this
regard, Pedryez [19] provided a survey on fueey classification
methods, Fuzey techniques are applied soccessfully to various
areas including land cover classification of emole sensing im-
ages [20,21]. A summary of different fuzey classifiers and their
applications are descrbed by Kuncheva [12].

Fuzzy ruke-based classification systems have become an
important research area o the recent past. Many approaches
have been proposed for gencrating and learning fuzzy if-
then rules from numerical data for classification problems
[9.10.16,17,22-24]. A comparative analysis has been made by
Ishibuchi and Yamamoto [22] on heuriste criteria that are wsed
for extracting a pre-specified number of fuzzy classification
rules from numerical data. In g similar study, Abe and Lan
[17] deseribed a method of extracting fuzey rules directly from
numerical input-output data for pattern classification. These
rules are extracted from nomencal data by mecursively resolv-
ing overlaps between two classes. Then, optimal number of
input vanables for the rules are determined using the number
of extracted rules as a criterion. In another approach Ishibuchi
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and Nakashirma [25] proposed o use the effects of rule weights
in fuzey rule-based classification systems. Further, Bardossy
and Samaniego [23] proposed a fuzzy mule-based classifica-
tion of remotely sensed images. Here they have used a sim-
ulated annealing-based optimization technigue o derive the
fuzzy rules from training data. A support vector leaming for
fuzzy rule-based classification systems is proposed by Chen and
Wang [24], where they discussed the connection between fuzey
classifiers and kemel machines that establishes a link between
fuzzy rules and kemels, and proposes a leaming algorithm for
fuzey classifiers. Apart from these, in some approaches aggre-
gation operators are used on the fuzzified value to get an aggre-
gated decision on the available informaton [9,10,26]. Peneva
and Popchev [27] desenbed an applicaton of different fuzey
logic operators in decision making and discussed how o en-
hance the ability to solve the problem of ranking or choice.
Howewver, the selection of an aggregation operalor 1$ an impor-
tunt issue in any decision making process. In this regand, Be-
linkov and Warren [28] suggested a few ways of selecling ag-
gregation operators in fuzzy decision support systems. A large
variely of aggregation operators has been proposed by Bloch
[29]. She made a classification of these operators used in dif-
ferent data fusion theones with respect to their behavior and
the classification provides a guide for choosing an operator for
a given problem. In another study, a discussion 15 provided by
Dubois et al. [26] to suggest directions for using the results of
rathematical investgations in the structure of aggregation op-
erations. The problem of information generalization in multi-
crteria decision making, where the information 15 unified by
fuzzy relations, 15 realized with the help of aggregaton opera-
tors [27]. However, the proposed classifier is different from the
above mentioned approaches.

Two important aspects, namely learming and generalization
capabilities, play an important role in any pattern ¢ lassification
problem. Intuitively, these can be achieved through feature-
wise information extraction, generalization in the fuzzficabon
process and combined contribution of these information to all
classes of a pattern because there 15 a high possibility that var-
wous valuable nformation for different classes may reside in
features of a pattern and they supplement each other. The prob-
lem becomes more complex if the classes are overlapping and
ill-defined. Keeping in view of these aspects, we have designed
a classifier and highlighted the method of feature-wise extrac-
tion of information and combiningfggregating the features
information o get an improved classification. The actual pa-
rumeters that are participating in the design and ¢lassificaton
process are the membership value of the features w different
classes, which in turn shows how much a feature 15 compati-
bl o a class. The objective of the product aggregation is o
assign a pattem to 4 class where all the features are useful to
represent that class properly, mather than the class where only
some features are representing it. These charactenstics are very
useful in remotely sensed image analysis. In some other real
life problems this may not be true. In such cases we may use
some feature selection methods to choose a set of features, all
of which contnbute in designing the classifier. Allernatively,
wi can use different aggregation rules, which may be suitable

for the problem at hand. The product aggregation rule is apph-
cable for problems where the fuzzy sets (with respect o each
feature) represent properties, all of which contribute o a large
extent to the desired class [12,26,29-31]. This is applicable in
case of fuzzy sets only and not i case of crisp sets. Due o
overlapping nature of the classes that we nomally consider in
real life applications, this type of decision is very much suitable
for fusion of the feature-wise informaton.

In addition to this, we have also taken care of the general-
eeation capahility of classifiers w further enhance the classifi-
cation performance. In this regard, we have proposed a fueey
product aggregation reasoning rule-based classifier and applied
on two conventional (completely labeled) data sets and two
remote sensing mmages (partially labeled) to justify its poien-
tality. Varwous performance measurement parmmelers such as
number of overall misclassification, percentage of overall ac-
curacy, producer’s accuracy [32], user’s accuracy [32] are con-
sidered for completely labeled data sets. For remote sensing
images, fi index [33] of homogeneity and Xie-Beni (XB) [34]
mndex of compactness are evaluated to vahidate the supenonty
of the proposed classifier over others. In addition to these per-
formance measures, Kappa coefficient (KC) [33] 15 also esi-
mated for completely labeled data sets 1o comroborate the ad-
vantage of the proposed fuzzy classifier Expenmental resulis
showed promising and improved classification performance on
the above mentioned data sets.

The objective of the present article 15 o demonstrate the use-
fulness of the fuzey product aggregation reasoming ruke in clas-
sification of remote sensing images. Therefore, we have used
the spectral (band) values as feature values. Each of these fea-
wre values 1s used o generate class-wise membership values
which are used as final features. Also we have used two con-
ventional {completely labeled) data sets (e, WAVEFORM and
BUPA [36]) to demonstrate the effectiveness of the proposed
method.

The organization of the artiele 15 as follows. Section 2 de-
scribes the proposed classifier and discusses the advantages.
Different performance measurement paramelers are discussed
in Section 3. A brief desenption on the data sets vsed s given
i Section 4. In Section 5, a complete discussion on the 1m-
plementation and results are given. Finally, the concluding re-
marks are given in Section 6.

2. Proposed fuzzy classifier

The proposed fuzey classifier has three steps of operation
as illustrated in Fig. 1. The first step fuezifies the input fea-
ure vector using a m-lype membership function (MF) [8] that
explores the information of different features for each patlern
and collects the hidden or interrelated information o provide
a better classification accuracy. The advantage of using m-Lype
MF 15 that it has a parameter, called fuzzifier (V). which can be
wned easily according to the requirement of the problem. This
provides more flexibility for elassification and bence the gen-
eralizational capability can be enhanced by selecting a proper
value of N. The fuzzified feature values are then aggregated us-
ing product aggregation reasoning rule (PARR) in the second
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Fig. 1. Block diagram of the proposed fuzzy classifier.

step to get a combined contnbution of the membership value of
features to a particular elass. The reason behind the selection
of the PARR s that MIN or MAX RR 15 not good enough for
the problems with overdapping classes, where different features
reserve viluable information regarding the class belongingness
of a pattern. Each of these features contributes significantdy 1o
the desired class and thus the combined effect s high o repre-
sent the desired class properly [12,29,30]. It 1s widely known
that the PARR provides improved aggregation results compared
o MIN [9], tested on different cases, and these advantages are
being exploited in the proposed classifier. In this regard, we
have tned with different aggregation methods [9.10] o have a
combined effect of various features and found that the product
(PRODY and geomeric mean (GM) perform better than other
ageregation BRy. However, the GM provides the same resulls
with more computational complexities than PARR. Note that
the geometric mean i equivalent to the product aggregation
nsen o the power 170D (D number of features), is 4 mono-
one transformation that does not depend on the class label ¢
(wherec =1, ..., C) and therefore will not change the order
of membership values Fe(x); the winning label obtained from
the product aggregation RE will be the same as the winning la-
bel from the geometne mean [37]. Further, the computational
ume difference between GM and PARR, for one pattem, may be
small but for a full image of 512 2 512 with six or more classes
the time difference will be very high. Thus the combination of
m-lype MF along with PARR can be a better classifier, which
is incorporated in the proposed classifier. In the final step the
output values are defuzzificd using a MAX operation.

2 1. Fuzzification

AL first the m-type membership function (MF) has been used
o get the degree of belonging of a pattern into different classes
based on different features. The membership value fi (x0)
= my Axg). thus generated, expresses the degree of belong-
ing of dth feawre to cth elass of a4 pattern x, where X =
Lot agsss mgiovimn) b= L Dandec=1,2,..., 2f
The m-type MF is given by

mx:a,r.b)=0, x=a,
=2N-1 [{x —adfir — :e]ll"""_ a<x%p,
T s e [(r —x)f(r— z.!}l[N, P<X%r,
=, L [{x—ry/lb—r) [N. r=x%gq,
=1—2N-1 [{b— x)/(f —r}l[N, g=x=b,
=0, xz2b (1)
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Fig. 2. m-Type membership function.

where NV s the Tueefier [8.38] of the MF (Fig. 2). The MF can
be estimated with centerat r={(p4g),/2, where p and g are the
twor crossover points. The membership values at the crossover
points are 0.5 and at the center rits value 15 maximum (e, 1)
Assignment of membership value is made in such a way that
a training data gets a value closer to 1 when it is nearer o the
center of MF and a value closer to 0.5 when it s away from
the center. In the present study for one experiment (Table 3)
we used different value of & o demonstrate the role of it It
15 quite difficult to define the optimal value for NV, but a value
in the interval 2.0 w0 3.0 s reasonable. The exact value of N
will depend on the problem and the tmiming set. In the present
article n all our expenments we have used a value of 2 (a
popular choice) for the fuzeifier V.

For the determination of the MF, we have considered mean
as the center *v". Here the mean = meani(y) (1.e., mean 15 the
average of v), and the two crossover points g and g are estimated
as p = mean(y) — [max(y) — min(y)]/2, and g = meani{y) +
[max{y)—min{yv)]/2, where min and max are the minimum and
maximum value of the data set for a feature y. Thus for 2 mult-
featured pattem X, the membership matrix after the fuzzification
process (evaluated by fir (xg) for dih feature/attnbute o cth
class) can be expressed as

.f:|.|{-1'|i f:|.1{-1'|]' f].f‘ilﬂ
Fix) = Palxz)  fraix) Srolxa) @)
Jfoalxp)  fpalxp) Joclxp)
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The above membership matnx provides the membership grade
of the features of a pattern x to different classes. For perfor-
mance companson of m-type MF, we have taken Gaossian MF
with its pamameters (@ and ) as it has some resemblance to n-
type MF. Using Gaussian MF also the membership value for
each feature to different classes (ie., membership matrix) is
computed.

2.2, Reasoning rule

Ageregation operation on fuzey sets [9.10] are operations
by which severl fuzey sets are combined in a desirable way
to produce a single fuzzy set. Intersection and union (standard
aggregation operators ) are generally not good enough for prob-
lems where all features are contributing reasonably o the de-
sired class and collaborate with each other in decision making
process. In the present work we are representing different fea-
tures/propertics of data sets by fuzey sets. Thos it will be mean-
ingful to use an aggregation operation which akes into account
the effects of vanouws features for deciding about the class be-
longingness. There are vanous Lypes of aggregation operalions
[9,10]. For the present work we have used some of them hike
minimum, maximum, product, average (arthmetic mean, geo-
metric mean and harmonic mean).

In this article we propose to use a product aggregation RR
(PARR). It is applied on the fuzey membership matrix o get
the combined membership grade and compute overall degree
of belonging of features of a pattem to various classes. After
applying the PARR, we obltain the output as a vector given by

F'(x) = [F1(x), Fa(x), . .., Foix)..... Fex)™, (3)

where X 15 2 multi-featured input pattern and

n

Fo(x) = [ fuetxa), (4)
d=I

withd=1,2,..., Poe=1 00, i

2.3. Defuzzification operation

The last step of the proposed classifier 5 a hard elassificaton
and i obtamed through a MAX operation to defueezily the output
of the PARR. Here the pattern s classified to class ¢ with the
highest elass membership value. Mathematically the expression
for this opermtion 1% given as

and j # ¢,

where Fi(x) is the membership value for the jth class. MAX
defuzzification operation 1§ normally used for the problem of
classification in order to get a hard class label. The other de-
fuzzification methods like centrowd of area, mean of maximum,
ete, are used in other problems (e.g.. in the problem of control
system [39]). However, one can use the fuzzy class label also
for higher level of analysis, but in that case a normalization of
the output may be necessary.

¥ic12,..C F.(x) = Fjlx), (5)

3. Performance measurement indices

To examine the practical applicability of the proposed clas-
sifier, various performance measures are used for conventional
data sets. These are number of misclassification (MC), percent-
age of overall accuracy (PA), producer’s and user’s accuracy
and Kappa coefficient (KC). The MC value in the classifica-
ton process is the number of overall samples/patterns that are
wrongly classified. The PA value is the percentage of samples
that are correctly classified. The MC and PA parameters are
caleulated with respect to the wotal number of patlems having
true class labels. These two parameters can be expressed in a
tabular form, referred w0 as confusion (or emor) matrix (CM)
[32.40]. A CM 15 a square assortment of numbers defined in
rows and columns that represent the number of samples (Le.,
patterns) assigned w a particular category relative to the true
category. However, we have discussed the significance of CM
n a different point of view. In this regard, the result of accu-
rcy with respect to individual elass 1s analyzed. Sometimes a
distinction s made between emors of omission and errors of
commission, particulady when only a small number of class
type 15 of interest [32.41]. Errors of omisson comrespond (o
those pattem belonging to the class of interest that the clas-
sifier has failed to recognize whereas emors of commission
are those that correspond o pattern from other classes that
the classifier has labeled as belonging to the class of interest.
The former refers to columns of the CM, whereas the latter
refers to rows (if the CM 15 developed with rows represent-
g the assignedfestimated and column as truefrefere nce class
labels). Thus interpreting a CM from 4 particular class point
of view, it 15 important to notice that different indications of
class accuracies will result differently according o whether the
number of correct pattern for a class 15 divided by the total num-
ber of true (reference) patterns for the class or the total number
of pattems the classifier attributes to the class. The fommer is
normilly known as producer’s accuracy and the latler as user’s
accuracy [32].

However, the overall elassification accuracy does nol provide
the class-wise agreement between the true and estimated class
labels and the producer’s and wser’s accuracy mves the resulls
for individual class. To get an overall class agreement based on
the individual class accuracy, we have used Kappa coefficient
(KC) estimation w validate the superiority of the classifiers ef-
fectively. The KC measure was introduced by the psychologist
Coben [35] and adapted for accuracy assessment in the remote
sensing field by Congalton and Mead [42]. The KC and clas-
sification accuracy are not proportional, which means a good
percentage of accuracy may lead o a poor KC value because
it provides the measurement of class-wise agreement belween
the true and estimated class labels. The More the coelficient
value, the better the agreement. Thus a good KC value signifies
better agreement of the estimaled data with the true one. The
KC value is normally estimated from a CM [32 40]. Many sta-
ostical measures of class accaracies like KC and overall elassi-
fication accuracy can be computed from CM. The overall clas-
sification accuracy is compuled from CM by tiking the sum of
the diagonal elements divided by the wtal number of samples.
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The KC can be computed as follows:

MY Yi — 3o (i x Yai) @
M? —Ej-=|{]ﬂ'_ x ¥yg) E

KC =

where

r = the number of rows in the emor matnx,

¥ii =the number of observations in row § and column §,
¥+ = the total observation in row i,

¥.; = the total observation in column § and

M = the total number of observations included in

the matnx. (7)

A KC value (= 0) indicates the amount of agreement between
the two observers (true and estimated). A valoe of 1 indicates
perfect agreement (when all the values are falling on the diag-
onal) [35].

For the remote sensing image data, a very small set of training
patterns 1s picked up from the known regions according to the
available ground truth for classifying rest of the image (partally
labeled data sets). Therefore, it is nol possible to assess the
results with the ndices deseribed above. Here we have osed
two indices, one is i index [33] of homogeneity and the other
Xie—Beni (XB) index [34] of compactness and separvability as
discussed below.

3 1. index of homogeneity

The # index has been successfully used in the assessment of
image segmentation quality in [33]. § is defined as (Eq. (8))
the ratio of the total varation and within-class variation. Since
the numerator is constant for a given image, f§ value is de-
pendent only on the denominator. The denominator decreases
with increase in homogeneity within the class for a fived num-
ber of classes (C). Thus for a given image and given number
of classes, the higher the homogeneity within the classes, the
higher would be the § value. Mathematically f§ is represented
a5

e |Zﬁ (% —%)°

= . — (8)
ZF=|ZT‘;|{-‘<.." — X"

where X s the mean grey value of all the pixels in an image (pat-
ern vectors), M s the numberof pixelsincth(c=1,2, ..., C)
class, X 15 the grey value of the jthpixel (f = 1,2, ..., M)
in class o, and X, is the mean of M pixels of the cth class.

3.2, Xie—Beni (XB) index of compactness and separvability

This index, populardy known as the Xie—Beni (XB), was first
proposed in Ref. [34]. The XB index provides a validity crite-
rion based on a validity function that identifies overall compact
and separate fuzrzy partitions without any assumptions to the
number of substructures inherent in the data. The index depends
on the data set, geometne distance measure, distance between
class centroid, and more importantly on the fuzey partition
generated by the fuzey algorithms wsed. It s mathematcally

expressed as the ratio of compactness () to the separation (),
i.e.,

: v

iHe | T

where (7 1s defined as
il=— (10

with v as the total variation in the data set with respect to the
fuzzy partition and is defined as

C M
=202l =%, an
e=1 j=I

where x; is the jth pattern, X, is the centroid of the cth class
and M is the total number of data points. g represents the
degree of membership of fth pattern to cth class. Similady, ¢
(Eqg. (9 15 defined as the sepamtion of the fuzzy partitions and
calculated as the mummmuom dstance between class centrond, 1.e.,

w N = - 3
f=min || X, — X ||”. (12
= [Ix. el )

Thus the expression for (XB) becomes

£ M 5
]- El =|Z_|I'=|.“¢1_l|'"3_,|. — X "_

. = —
M minp |8, — X ||

XB =

(13)

The XB index measures the compactness among the data points
within a class and simultancously provides the information re-
garding the separation between the classes. The smaller the XB
value, the better the partitioning [34].

4. Description of the data set used

A short description of two conventional data sets, namely,
WAVEFOEM [36] and BUPA (liver disorder) [36], are used
in the present study and are provided in Table 1. We have
used data sets bearing different number of features and classes.
Also the data sets are selected from the group of both small
and large number of labeled pattems. In addition to these, two
multispectral remote sensing images (stze 512 = 512) obtained
from two different satellites are used for the present simulation
study: one from IRS-1A [43] and one from SPOT [43] satellite.
The actual classes (land covers) present in the input images are
not visible cleardy and hence presented the enhanced images in
Figs. 3a and b. However, the algorithms are implemented on
actoal {onginal) images.

The TRS-1A image is wken from the linear imaging
self scanner (LISS-I1) which has a spatial resolution of
Table 1
A brief description of the data sets used

5L mo.  Mame of the Mumberaf  MNumber of features  Number of
data set classes avalahle patterns

| WaAVEFORM 3 21 SN

2 BUPA 2 f M5
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Fig. 3. Original {a) IRS-1A (hand-4) and {b) S3POT (band-3) images,

36.25m x 36.25m and works in the wavelength mnge of
0.45-0.86 pm. The whole spectrum range is decomposed into
four spectral bands, namely blue band (band-1). green band
(band-2), red band (band-3) and near-infrared band (band-4)
with wavelengths 0.45-0.52, 0.52-0.59, 0.62-0.68 and 0.77-
086 pm, respectively, The image in Fig. 3a covers an area
around the city of Calcutta in the near infrared band having
six major land cover classes. These are pond or fishery wa-
ter (PW), trbid water (TW), concrete area (CA)., habiration
(HAB)., vegetation (VEG) and open spaces (085). In India,
these happen to be the major land cover types. PW class con-
tains pond water, fisheries, ete. River waler, ete., where the
soil content is more belongs to TW class. CA class consists of
buildings, roads, arport runways, bridges, ete. Suburban and
rural habitation, i.e., concrete structures are comparatively less
in density than the previous class (CA) and come under HAB
class. VEG class essentially represents crop and forest areas.
05 class contains the bamren land.

The SPOT image shown in Fig. 3b is obtuined from SPOT
(Systeme Pour & Observation de la Terre) satellite [43] and has
been acquired from the High Resolution Visible (HRV) that uses
the wavelength range of 0.50-0.89 pm. The whole spectrum
mnge 18 decomposed mto three spectral bands, namely green
band (band- 1), red band (band-2) and near-infrared band {band-
3) of wavelengths 0.50-0.59, 0.61-0.68 and (.79-0.89 pm, re-
spectively, and a higher spatial resolution of 20m = 20m. The
same six classes of land cover as in IRS-1A image 15 aken for
this image also.

5. Results and discussion
5.1. Strategy of selecting the training data set

The conventional data sets are divided into two parts. First
part is taken for estimation of the parameters of the classifier
(training data). The second part 15 taken for testing the perfor-
rmance (test data). We have taken three different sizes of data as
training: these are 10%, 20% and 50% and the rest 90%, 80%
and 50% considered as test data. Selection of the raining data

15 mandom in nature and an equal percent of data 1s collected
from ecach class,

For remole sensing images training samples are selected ac-
cording to a prior information of the land cover regions ob-
tined from the available ground truth. These training samples
are wsed to estimate the parameters of the classifiers. After
leaming the classifier, it 15 wsed to classify the land covers of
the whole image.

5.2, Implementation and results with discussion

In the present investigation the proposced method exploits
the advantage of combining m-type MF and PARR. The perfor-
mance of this classifier 1s compared with other similar methods
that incorporate m-type MF with MIN RR and Gaussian MF
with PROD and MIN RRs. These two aggregation operators
(MIN and PROD) are selected as they provided improved clas-
sification accuracy compared to others experimented on van-
ous data sets. Also the Gaussian MF 15 vsed here for its me-
semblance in shape with z-type MF and thus selected for com-
parson of performances. As mentioned previously (Section 1),
for some data sets, particularly for remole sensing image data,
all the features (spectral values) contribute reasonably o the
desired class and collaborate with cach other in the decision
making process. Therefore fuzey product aggregation s a per-
fectly suitable operator for this problem; and it s demonsirated
here with experimental results. In the expenments with 7-type
MF tor all the data sets, we have taken the N (fuzzifier) value
as 2 (Section 2.1). Various perdomance comparison measures
are estimated For all data sets as mentioned above.

5.3, Classification of conventional (completely labeled) data
sets

531 WAVEFORM Data

WAVEFORM data set consists of three classes of waves with
21 number of attnbutes. Each class of the data set s gener-
ated from g combmation of base waves. There are no missing
attribute/feature values in the data set and all the features are
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Table 2
Performance comparison of the proposed classifier for WAVEFORM data set

% Train, data 1 20 50
Mem. fun. CGaussian n-Type CGnussian n-Type Ginussian n-Type
MIN MC 1 169 1 166 982 a7 577 n
M T4.01 T4.08 75.43 T5.73 T6a91 Ta.91
PRI MC Thd 758 673 645 410 A80
e B30 8315 Bi.16 B3 86 E3.59 879
The bold values highlight proposed method.
corrupted with noise (mean O, varance 1), Class distnbution of Table 3

the patterns present in the data set 15 made with 33% for each
class.

The classification mesults for this data set s depicted in
Table 2 with center of the MF al mean. It 15 observed that
for all percentages of training data the number of MC and PA
vitlues are similar with a small variation of three w five num-
bers in MC value for the m-type and Gaussian MF with MIN
RR. However, there is a large difference of pedformanee using
PROD RR for both the funcuons. For example, with 10% of
training data the method using Gaussian MF with MIN ER pro-
vided MO valoe of 1169 with PA value of 74.01, whereas with
PROD RR the MC value reduced to 764 and PA value increased
o B3.01.

In case of m-type MF with MIN and PROD RR, it gave MC
vilue as 1166 with PA value 7408 and MC value as 758 with
FA wvalue 83,15, respectively. Thus among the four combina-
tons of classification methods, the method that incorporates
m-type MF and PARR provided beter accuracy. It is observed
that the performance difference between the Gaussian and n-
type MF-based methods with the same BR 15 varying little. The
performance s almost similar for 209 and 50% of the train-
ing data as in the case of 10%. The classification accuracy of
the m-type MF with maximum, arithmetic mean and harmonic
mean instead of PROD s also tested. We have not shown the
results with other aggregation operators in the tables, as their
performances compared to MIN and PROD RRs are poor This
cleardy demonstrated the better classification capability of the
proposed classifier However, both the MFs (ie., m-type and
Gaussian) along with the PARR perdformed similarly, with a lit-
the variation in performance. This shows the group contrnbution
efficiency of the PARR over MIN RR.

In another study the advantages of using the m-type MF over
the Gaussian are realized and shown in Table 3. It is obvious
from the table that with the inerease in the fuzzifier value (V)
of the m-type MF, the classification accuracy further ncreased.
We have scen that for N=1 and with 105 tmining data, the MC
values are 1174 and 766 with MIN and PROD RR, respectively.
These values decreased to 1163 and 748 for MINV and PROD
RR, respectively, for N = 3.00. Similarly, the PA increased
from 73.90 10 74.14 and 82.97 to 83.37 in case of MIN and
PROD RR, mespectvely. It is also observed that the increase in
accuracy with increase in fuezzifier 18 more in case of PROD
RR compared o MIN RER. The same explanation can be pul
for 50% of training data as in the case of 10%. The increase

Classification result of m-type MF for differem & value for WAVEFORM data

% Train. data 10 S0

RE MIN FROEY MIN

Walue of N M P4 MC P MC PA MC M

(1 4] 1174 7390 Teh H297 582 TaT1l 38R BA4T
L25 v 7390 763 Bi4 382 TaTl 3IEE  B447
1.50 171 73497 Je0 8310 580 Ta79 38 el
1.75 1169 7401 758 B115 577 ThR91 382 E4T1
2.00 e 7401 758 BALIS 577 Ta91 380 B4T79
225 Ias 7400 755 B2l 574 703 3RO B4T79
2.3 1163 7414 752 B32E 574 TIOR3 375 B499
275 1163 T4.14  T4E  RI3IT 572 7701 374 B5A03
ERLY] IHa3 7414 T4E  BIAT 572 TTAL 371 B5AS

in classification accuracy that 1s obtained with the wning of
fuzzifier value 15 studied for all other types of data sets. As the
performances with all the data sets are similar o WAVEFORM
data, the results for this WAVEFORM data i only reported in
the article. As mentioned is Section 2.1, we have used N =2
for all other experiments for uniformity.

In addition to the above comparison, the performmance mei-
sures like producer’s and user’s aceuracy for the WAVEFORM
data set have been caleulated for all the classifiers based on
different combination of MFs and RRs. Table 4 depicts the re-
sults of these accuracies for the classification methods using
Gauvssian ME with MIN RR and m-type MF with PROD RR.
These two methods are selected for companson because they
provided the best and worst results among the selected com-
binations of MF and RR. The measurement 1s also made for
the case of 50% training data. It is observed from Table 4 that
for all classes and with both the accuracy measurements the
proposed classifier performed better than others in class-wise
and overall companson. It s valid for both the pereentages of
training data set. As this wend of improvement of accuracy is
observed in both types of data sets considered in the present
study, we have only shown the results with WAVEFORDM data.
The superiority of the proposed classifier is also validated with
the KC as shown in Table 5. The pedformance comparison of
the proposed classifier with other three combinations of MFx
and RRx 15 also made. However, the results of Gaussian MF
with MIN ER and m-type MF with PROD RR are provided in
the table (Table 5). The KC value obtained for WAVEFORM
data set with the proposed classifier for 10% tmining data 1s
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Tahle 4

Producer’s versus user's cluss accumey of the pmposed (n-type MF with PARR) method and Gaussian MF with MIN RR for WAVEFORM data set

% Train. data 1

50

Gaussian MF with MIN &R

a-Type MF with PARR

Guussian MF with MIN /R n-Type MF with PARR

Class Producer’s User's Producer's User's Producer's User's Producer's User's

number Accuracy accuracy ACCUTICY ACCUrACY Accurmcy accuracy Accuracy ACCURCY

I 75.39 6718 T6.30 9215 T258 T1.80 .71 Q5.68

2 TLTS T5.59 Q143 B3.08 T4 85 T9.08 Q3156 51.31

3 @027 BLI8 G270 LT BT Th.N] 9375 T4TY

Table 5

Performance comparison in terms of £C for all data sets

% Train. data 10 20 5l

Classification Giaussian n-Type Giaussian n-Type Gaussian n-Type

methods MF MIN RR MF PROMY RE MF MIN RR MF PRONY RR MF MIN RR MF PRIMY RR

WAV EFDBEM (L6 1 0.7214 06l13 07461 L6207 07755

BLUPA 1.3421 03802 1.3551 03906 03662 0.3978

The bold values highlight proposed method.

Table &

Performance comparison of the proposed classifier for BUPA (liver disorder) data set

% Train. data I 20 501

Mem. fun. Gaussian n-Type Gnussian n-Type Gaussian n-Type

MIN M 121 1201 105 105 [T} (i3}
FA A6 61.2% 61.95 61.95 6279 6279

FROWY MO 113 111 o Wi 59 £
FA 63,54 64,19 L B5 65.21 G569 65649

The bold values highlight proposed method.

07214, which 15 supenor o the value 0.6001 obtamed using
Gauvssian MF and MIN RR. The similar improvement of KC
vilue 15 obtained with 20% and 50% of training data. It is also
seen that the Gaussian MF with MIN and PROD ageregation
REs pedorms similarly, with a little vanation of KC. Thus the
performance of the proposed classifier has clearly revealed its
supenority as the KC 15 higher over others. IU s interesting 1o
observe that an explicit fuzzy classifier discussed by Melgani
et al. [44] 15 similar to the method that ncorporates Gaussian
MF and MIN RR.

5.32. BUPA Data

The data are collected from the patient with two types of
liver disorder. Each record/sample in the data set constitutes
the record of a single male individoal. Six features of cach
sample are results from blood tests which are thought to be
sensitive to liver disorders that may anse from excessive aleohol
consumption, a8 well as the number of dnnks per day. This
database contains 345 number of instances with six different
features separated into two classes of liver disorder.

This data set is being used for the comparative analysis of
the four classification methods. The perdformance comparison
results are shown in Table 6. From the table it is seen that for

10% of tmining data and with MIN BR, =-type MF provided an
equivalent perfformance compared to the Ganssian MF. How-
ever, both the MFs perdformed better with PARR, e.g., with 10%
training data, MC valoes are 113 and 111 with Gaussian and
n-type MF, respectively. These values are 121 and 120 with
MIN RR for Gaussian and m-type MF, mespectively. Accord-
mgly the P4 values using Gaossian and m-ype MF with MIN
RRE are 6096 and 61.29 for both the cases that increased Lo
63.54 and 64.19 with PROD RR. However, the proposed clas-
sifier performs better than the method that uses Gaossian MF
and PARR. The similar improvement of the z-type MF with
PROD RR over other combinations for the 20% and 50% of
training data can be observed from Table 6. The improvement
of the proposed classifier over the other three methods in terms
of both the accuracies (producer’s and user’s) is also justfied
(Table 4). The KC valoe revealed the same conclusion about
the proposed classifier as above (Table 5). From Table 5, it is
obvious that for all the set of raining data the proposed classi-
fier performed superior compared to others. For example, with
10% of training data, the KC values are 03802 and 0.3421 for
the proposed and Gaussian MF with MIN ER-based method,
respectively. The improvements of KC values are similar for
20% and 50% of training data as in the case of 105%.
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Fig. 4. Clussified IRS-1A image with {a) Gaussian MF with MIN B8 and (b) m-type MF with PRI RR.

Table 7
¥ values for different classification methods

Classification method IRS Cal SPOT Cal
Training patterns DAZ1Z 9.3343
n-Type MF + PROD RR 81717 B1078
Gaussian WF + PROD RR 5.1001 £.0021
n-Type + MIN HR T.1973 T.1267
Gaussian WF + MIN RR 11312 T

The bold values highlight proposed method.

5.4, Classification of remote sensing image { partially labeled)
clata sets

5.4.0. IRS-1A Calcutta image

The six land covers of IRS-1A Caleutta image 15 classified
using the four classifiers. From the visualization point of view,
it 15 observed that the proposed classifier performs better in
classifying the land covers compared o the remaining three.
Henee we have shown only the results obtained by the pro-
posed classifier in Fig. 4b. However, for a comparison point of
view we have provided the classified results (Fig. da) for the
method based on Gaossian MF and MIN RE. Vanous objects
like Airport runways, Stadinm, Bridges and different land cover
classes are cleardy visible with the proposed classifier. Also it
15 observed that regions are more clear and distinet using the
proposed classifier. With the use of m-type MF and PROD RR,
the classes became more separated and well identified. These
objects are more or less visible in case of other classifiers based
on Gaussian MF with MIN and PROD BR and #-type MF with
MIN RE.

Further, a concrete distinction between vanous classes ob-
tined by different classifiers is justified with the estimation of
quantitative index rather than only visualizing the regions. Two
guantitative indices, namely § and XB, as discussed in Section
3, have been used w justify these findings. Table 7 depicts the
results of fi. As expected, the § value is the highest for the
raining data (9.4212) in the classification of IRS-1A Caleutta
image. Its value is 8.1717 for the proposed classifier, which is

Table &

X8 values for different classification methods

Classification method IRS Cal SPOT Cal
a-Type MF + PROD RR 8310 21021
Gaussian MF + PROD RR 498 21236
n-Type + MIN ER 0B 22605
Gaussian WF + MIN RR no012 23031

The bold values highlight proposed method.

the highest among others. This value of f§ is closer w 81001
obtained with Gaussian MF and PROD RR. which justified the
supcrionty of PARR compared o MIN RER. It can be seen that
the objects are segregated better in Fig. 4b.

Similar to i measure, XB measure also supported the superi-
ority of the proposed classifier. Values for XB measure obtained
with this classified image are depicted in Table 8. 1t is seen that
a better compaction and separation of different regions of the
images are obtained with the proposed classifier compared 1o
others. The XB value obtained wsing the proposed classifier is
found to be 0.8310. The XB values using other classifiers are
08498, 0.8901 and (L9012, respectively, as shown in Table B

5.4.2. SPOT Calcutta image

For SPOT Caleutta image, the classified regions of the im-
ages are shown in Figs. 5b and 3a for the proposed and Gaus-
sian MF with MIN RR-based methods. From the figures it is
observed that all the classes are separated properdy and dis-
tinctly with the proposed classifier compared to Gaussian MF
with MIN RR-based method. It s evident that the results of
proposed classifier (Fig, 5b) produced a well-structured and
proper shaped region compared to others. From the figure it is
observed that there is a clear separation of different classes and
some man made objects like Race Course, Bridges, Canals,
Dackvard, Pones by the proposed classifier. However, a better
performance comparison with the help of § value can be seen
from Table 7. The § value for the training data set is 93343, Iis
values are 8.1078, 8.0021, 7.1267 and 7.0137 for the classified
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Fig. 5. Classified SPOT image with (a) Gaussian MF with MIN BR and (b n-type MF with PROD RE.

images using the proposed and other three methods, respec-
tively. It is seen that f§ is the highest for the proposed method
and reveals its supremacy. Like the f§ index, the XB values as
shown in Table 8 also corroborate the above findings. The cor-
responding XB value with the proposed classifier 15 the mini-
mum among all and justified its superiority. 1t is observed that a
better compactness and separability of land covers are obtained
with the proposed classifier compared to others.

6. Conclusion

In the present aricle we have proposed a fuzey classifier
(based on fuzey sets) that explored three imporant aspects.
These are (1) extracted feature-wise mformmation for different
classes, (i) generalization capability and (1) combined contri-
bution of individual features to a particular class, It is observed
thut individually the PROD aggregation reasoning rule (BR) has
a better classification capability compared to other RRs. This is
because of the fact that the fueey product aggregation operator
wiorks better with features which collaborate with each other
in decision making process. Also with the vse of m-lype MF
instead of Gaussian MF (used for the companson) the classi-
ficaton accuracy can be enhanced and this expresses its better
generalization capahbility.

Expenmental study performed on two conventional (com-
pletely labeled) data sets and two remole sensing images (par-
tially labeled) venfied the potentiality of proposed classifier
quantitatively using various performance measures.
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