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Abstract— The problem of object recognition has been considered here.
Color descriptions from distinet regions covering multiple segments are
considered for object representation. Distinet multi-colored regions are
detected using edpe maps and clustering,. Performance of the proposed
methodologies has been evaluated on three datasets and the resolts are
found to be better than existing methods when a small number of training
views is oonsidensd.

Index Terms— Object reprisentation, Ohject descriptor, Object recog-
nition, Object matching, Image representation

I. INTRODUCTION

The challenges involved in object recognition are mainly the
efficient representation and then the comparison of two objects
through their representations. Broadly speaking, there are two types
of approaches to object representation. While the first utilizes the
knowledge gained from the spatial arrangements of the “shape
features” such as the edge elements, boundaries, comers and junc-
tions, the other uses the brightmess or color features obtained more
directly from the object images [1]. But, there are limitations to any
algorithm which uses only either shape features or color features.
The representation scheme should carry the color information and
its pattern of appearance on the object surface. This study proposes
a scheme to describe an object in such a way that the description
contains the color information as well as the patterns of colors on
the object surface. Note that, in most of the cases, wherever there
is a shape or structural information in the object, the corresponding
patterns in the image possess discontinuities in colors. Thus extraction
of information regarding patterns of colors automatically leads to
extracting shape and structural information of the object.

There are several approaches to object representation such as
histogram based, eigenspace based, edge and comer based, graph
based representations etc. Among histogram based methods the work
by Swain and Ballard [2] is one of the earliest works which used color
as a primal cue for object recognition and image retrieval. Stricker [3]
introduced indexing technique based on boundary histogram of multi-
colored objects. Histogram based approach is an attractive method
for object recognition because of its simplicity, speed and robustness
[4]. Although it is simple the main drawbacks of this approach are
its inability to encode shape and structural information of the objects,
and the usage of only color information for distinguishing the objects.

The standard procedure in eigenspace based methods is to represent
an ohject by considering the whole image as a vector and projecting it
over a set of eigenvectors to achieve data compression and reduction
of redundant information. Generally, the eigen vectors corresponding
to the dominant eigenvalues are found using Principal Component
Analysis (PCA). Some of the earliest works on object recognition
using eigenspace based representation are by Murase and Navar in
5], [6] and Truk and Pentland |7]. These methods are effective
when eigen space captures the characteristics of the whole database.
For example, when all the object images have uniform known
background. If there is a large variation in the images, performance
of the methods can deteriorate. Such methods are best suited for
recognition of an object that constitutes a complete image [8].

In graph based representation, generally, regions with their corre-
sponding feature vector and the geometric relationship between these
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regions are encoded in the form of a graph. Tu er al. [8] proposed
a method which segments the image into regions of approximately
constant color and the geometrical relationship of the segmented
colored regions is represented by an attributed graph. Object match-
ing, then, is formulated as an approximate graph-matching problem.
The methods such as Color Adjacency Graph (CAG) 9], Attributed
Relational Graph (ARG) [10], Shock graph [11] are prominent in this
approach. Kostin ef al. [12] proposed an object recognition scheme
using graph matching. One advantage in graph based representation
is that the geometric relationship can be used to encode certain shape
information of the object and any sub-graph matching algorithim
can be used to identify a single as well as multiple objects in
query images. However, matching two such representations becomes
a complicated process. Some of the issues in this regard are discussed
in[12].

Support Yector Machine(SVM) based methods are used to classify
baoth globally and locally obtained feature vectors of the objects [13],
[14]. Roth er al. [15] proposed a view based algorithm for 30 object
recognition using a network of linear units. Sparse Network of Win-
nows(SMNoW) learning architecture is used to learn the representations
of objects. Two experiments are carried out by them using pixel-
based representation and edge-based representation of the objects
separately.

In general above discussed methods use representation schemes,
which are global in nature. The global representation schemes have
certain short comings. These short comings can be overcome using
local representations. In local representation schemes, generally,
information from several regions of the images are encoded. Some of
the local representation schemes are Local Affine Frames(LAF) [16],
“Scale Invariant Feature Transform (SIFT)Y [17], “Shape Context”
[1], “Multi-modal Neighborhood Signature{MNS)". However, SIFT
and Shape Context are designed for gray scale images. Maree of al.
[18] have proposed a generic approach to image classification based
on decision tree ensembles and local sub-windows and improvements
upon this method is reported in [19].

Two methods are proposed in this article for object recognition.
Section 11 describes the motivation of the work. Section 11 contains
a representation scheme to represent an object image using the
descriptions of different regions of interest. Two different schemes
are proposed to extract the regions of interest. Section IV has two
dissimilarity measures, one is to compare two regions of interest and
the other is to compare two object images through their descriptors.
Section ¥ contains a brief description of the datasets used., and
comparisons with the existing methods. The article is concluded with
a discussion on the proposed methodology in Section VI

II. MOTIVATION FOR PROPOSED METHOD

Two important cues to distinguish between two objects are the
overall shape and structure of the object, and the occwrence of
different colors with respect to their spatial arrangements. Generally,
human beings use both the cues for distinguishing objects in different
stages. Although, it is difficult to imagine the actual shape of an
object from the spatial arrangements of the different segments on
its surface, it can be used as an important cue to represent the
objects for classification. Several psychological studies regarding
the representation of shape have been discussed in [20] and a
survey of literature in this regard is provided in [21]. A way of
preserving the positional information of adjacent segments is to store
their representing color vectors as a unit. This connected set which
covers pixels from all the adjacent segments and contains the color
information from these segments is the region of interest. Let us
call such a region as a “Multi-Colored Neighborhood (MCNY”. Six
examples of such MCNs are shown in Fig. 1.
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Fig. 1. Examples of three types of junctions where multiple region merges
and three examples of presence of parts of different image segments in an
image neighborhood. A rectangular window in each cise shows the region of
intenzst.

An object representation namely Multi-modal Neighborhood Sig-
nature(MMNS), similar to the proposed one, was carried out by Matas
et al. [22]. Neighborhoods having multi-modal color distribution in
RGB color space are located in the object image using a simplified
mean-shift algorithm. Let the number of modes found in a neighbor-
hood be nin = 2), and the set of modes be T={4 | ookt
where i, is three dimensional RGB vector of the *" mode. Then ()
color pairs {(fe;, a0 4,0 — L2 . ,vand £ £ o+ are formed from
L7 In this way all possible pairs of vectors are found from each multi-
modal neighborhood of the image. Set of all such distinet pair of
vectors | v, oy ) are defined as the MNS of the object. MNS contains
the color information in the object. It also preserves the adjacency
information of the colors on an object more or less. Each pair of
vectors (jiy. 1,0 in the MNS contains the information that there is
a region in the image where two segments of colors ji; and [3; are
adjacent. However, this signature can not specify whether there are
only two such adjacent segments or more than two adjacent segments
in a region (Fig. 1). Thus, the neighborhoods having more than
two-modal color distributions are not represented efficiently. Thus it
lacks the crucial discrimination power regarding the neighborhoods
having more than two segments. The discrimination power of the
signature can be greatly enhanced if the properties of such type of
neighborhoods could be preserved efficiently by the signature. This
has been the motivation to propose one such representation which
is capable of representing the neighborhoods having more than two
modes. The proposed representation is described below.

1y o

[1I. OBJECT REPRESENTATION

An MCN is represented here as a unit consisting of the centers of
the clusters. This unit of cluster centers contains the average color
values corresponding to the different segments of MCN. Ultimately,
the object is represented by the distinct sets of units of the cluster
centers of the constituent MCNs. Let us call it as the “Multi-Colored
Region Descriptor{M-CORD)” of the object.

A Multi-Colored Region Descriptor

The color values found from the cluster centers of an MCN
are stored as a unit for each MCN, thereby keeping track of the
structural information, especially when there are more than two
clusters. Suppose NV distinct MCNs are selected by the proposed
algorithm. Then the signature of the object contains N units of cluster
centers, and each unit of cluster center represents a single MCN,

This descriptor contains the information regarding each MCN of
the image and the MCNs are either from the boundaries or junctions
present in the image. Thus, it contains the information that it there
is a unit of &; clusters present in the descriptor then there is a patch
of pixels which covers parts of k. segments present in the image.
This greatly enhances the discrimination power of the recognition
system when same colors are present in two objects but in different
alignments.

The color distribution of each MCN is multi-modal [22]. Thus a
clustering technique can be emploved to find the number of colors

present I @ regwi. coeeans wity of detecting these regions is to
see in how many parts it is divided into by the edge pixels present
in the region. A special property of MCN is that it contains either
a junction, or a part of boundary of the object, or simply an edge
which divides the region into several parts. Each part of the region
belongs to a different segment of the image. Thus edge maps of the
images of the objects can also be used to locate such regions. These
two approaches are explained separately below.
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B, Detection of MCNs using Clustering

To obtain the different colors present in a neighborhood we
propose a simple and fast clustering algorithm to find the cluster
centers. It takes three parameters ¥V, r and vrein_olsf _size. Let V7 —
1, .o #i,} be a set of color vectors. We call two color vectors
vy oand iy as similar if |50 Fy | <0 v Thos v is the dissimilarity
parameter for two colors. wefiolxi_size is the parameter to check
the validity of a cluster. The steps of the algorithm are shown in
Algorithm 1. To detect the M-CORD, (ftaster() is performed at
every considered neighborhood in the image. For simplicity of pixel
manipulation, overlapping windows of size i x w are selected as
neighborhoods. All the detected MCNs of an object image from
SOIL-47A dataset are shown in Fig. 2(a). It can be seen that most
of the edges are covered by number of MCNs. To construct the
descriptor of the object, all the MCNs are not needed because several
MCNs detected over a stretch of boundary will have similar color
distributions Thus, after finding an MCN, it is matched with all the
previously considered MCNs and is included in the descriptor, if it
is significantly different from all the previously considered MCNs.
The amount of difference between two MCNs is determined by the
dissimilarity value found using the Hausdorff distance (1) between
the two sets of colors corresponding to two different MCNs that is



{a) Only 1% MCNs are shown
among all the MCNs detected in
the image to avoid cluttering

(b} Selected MUNs

Fig. 2. MCNs detected in obj394A of SOIL4TA dataset using edge map of
the image.

explained in detail later in Section IV-A of the article. In this way all
the distinct MCNs are extracted from the object image to construct the
M-CORD of the object. Let us call this representation as M-CORD-
Cluster. The matching algorithm for two different MCNs is described
in Section I'V-A. Finally, the M-CORD of each of the objects is stored
in a separate file.

O Detection of MONs using Edge Map

Edge maps give crucial shape information of an object because
connected edges are detected between every pair of adjacent seg-
ments. Thus every stretch of edge pixels gives information about two
neighboring regions and any junction of more than two edges (as
shown in Fig. 1} indicates the presence of multiple regions neigh-
boring the surrounding point. The main problem in this approach
is to use the “right” edge map for all the images. Most of the edge
detectors fail to detect the correct edges with a fixed set of parameter
values for all the images. Thus, it necessitates manual tuning of the
parameters to obtain satisfactory results. This becomes an extremely
difficult task while dealing with thousands of images.

Recently, the authors have suggested an efficient edge detection
technigque, which sets the same parameter values for color images
[23]. This method is used here to find the edge maps of the obhject
images with the default set of parameter values which the algorithm
uses. Regions of size w < v are considered around the edge pixels. If
the edges in a region divide it into disjoint smaller regions then the
considered region is covering pixels from multiple image segments.
In general, such regions are found over the boundaries where multiple
image segments are present. If the number of connected components
in the region is at least two, it is declared as an MCN. The average
color values of each of the smaller regions in the MCN are found.
Finally, all such distinct MCNs are clubbed together as described in
Section Il-A to construct the M-CORD of the object image and let
us call it as M-CORD-Edge. Fig. 2 shows the MCNs detected using
M-CORD-Edge in an object image. Each of the white rectangular
windows is an MCN. Fig.2(a) shows only 10% of the MCNs among
all the detected MCNs. Rest of the 9% MCNs are not shown to

avoid cluttering. All the distinet MCNs considered for the formation
of the M-CORD of the object are shown in Fig. 2(b).

Although, the idea of the representation using edge map of the
object is same as the representation using clustering, the descriptors
due to them are different because of the principles involved in them.
For instance, in the third MCN from left in Fig. 1, M-CORD-Cluster
will use 4 mean values whereas M-CORD-Edge will use 5 mean
values to describe the neighborhood (the colors of the two smaller
regions inside the MCN are same), because the edge map in this
neighborhood divides it into 5 smaller regions due to five different
segments of the image. In general, if there are « different colors
present in the neighborhood then M-CORD-Cluster uses w means to
represent the MON irrespective of the spatial arrangements of the
colors. But, in the case of M-CORD-Edge, if there are % types of
color pixels and are divided into rofvre greater than ) smaller regions
then the descriptor uses r mean values to represent the MON. Thus,
M-CORD-Edge representation is richer than M-CORD-Cluster.

IV¥. MATCHING

Two types of matching operations are performed here. In one type,
the matching is done at the time of finding the distinct MCNs to
construct M-CORD. In the second case, matching is performed while
comparing two objects through their M-CORDs. These procedures
are described in the following two sections.

Al Matching twe MCNs of an object image

All the MCNs in an object image are detected either using
clustering or the edge map of the object image as described in
previous section. It can be observed from Fig. 2(a) that several
MCNs are detected over a stretch of boundary of the object and
most of them have similar color distribution. To represent the object,
information from all of these MCNs generally is not needed. Only a
few MCNs from a stretch of boundary having significantly different
color distributions are enough for this purpose. Two MCNs are said to
be significantly different if the dissimilarity between them is greater
than a value .. . The dissimilarity between two MCNs, 4, is defined
as follows.

Let T7— g, e - g fand Wo— {8, b, - L8, ) represent
two different MCNs in an object image, where 7; = (), nf, i)
and ¥, — (v;,v¢, 2] are 3-dimensional color vectors from L° and
V" respectively. Then the dissimilarity between I7 and ¥ is defined
as

A —nax (L"E:‘{thﬂ'r{ [y — ] b1, '.”?T‘f ,-"?:i}'r{”':f — %)

(1}

where |i; — @] — v"llf-:-',!! — 3 + D — v — (i — 012,

Mote that, in order that L7 and ¥ are similar, each element in each
set should have a similar element in the other set. If there is an
element which does not have a similar element in the other set then
these two sets are not similar. The expression (1) is the Hausdorff
distance [24] between { and V"

B. Maiching twe Objects

Two objects are matched by comparing their M-CORDs. Under
ideal conditions, if the images under consideration for comparison are
from the same object and same view then the procedures described
in Section Ul should produce identical MCNs. But, in practice, when
the images are taken under different conditions (i.e, different lighting
conditions or from different views) the MCNs are not identical even if
the two images are of the same object. Thus, the matching is not exact



as it is in the case of matching two MCNs from same object b,
Here, the matching operation assigns a score i.e., a dissimilarity value,
based on the dissimilarity between the MCNs from the M-CORDs
of the images under consideration.

Let ¥ — L Lo Lah wnd @ — {10V b}
be two M-CORDs from two different images. Here, T%: —
{T}-,"_,'.:.é_z. L i}-;\-_-___] and 1-'_-|: = ["'-"..‘1: i.-i_,g,' B ,';'-'_-,'_-'_-.__] are MCNs of [
and ¢} respectively and, ;) and i are J-dimensional color vectors.
It can be seen that the number of elements in P and (} may not
be same. Wallraven et al [14] have proposed a distance function to
find the distance between two feature vectors of different sizes which
is used in a SVM classifier for image classification. The entities of
their feature vectors are vectors of same size. But, in our case the
entities {2, and V', of the feature vectors /' and &} respectively are
also sets and they can have different number of elements. Thus, two
dissimilarity measures are proposed, one is between two MCNs (2)
and the other is between two M-CORDs (3).
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V. RESULTS AND COMPARISONS

The performance of the proposed methods has been evaluated on
two well-known datasets namely, Columbia University Object Image
Library (COIL-100)" [25] and Surrey Object Image Library (SOIL-
47)° [26], corresponding to object recognition problem. In addition
to these two datasets we have reported the experiments on a subset
of Amsterdam Library of Object Images (ALOI) [27]. The image
collection relevant for our purpose is the collection of 72,000 images
of the 1000 objects under in-plane rotation aim to describe object
view {ALOI-VIEW) * with a quarter resolution. We have selected
only 18000 images from 250 objects from among the 1000 objects for
evaluating the performance of our methods. We believe a collection
of 18000 images from 250 different objects provides sufficient variety
to test the performance of the proposed methods.

The performance of M-CORD with the two different approaches
using edge map of the objects { M-CORD-Edge) and using clustering
(M-CORD-Cluster) to find the descriptors has been compared with
MNS method proposed by Matas ef al. [22] using SOIL-47A dataset
and some of the recently published methods on COIL-100 dataset.
To compare the performance of the methods on SOIL-47A dataset,
the results reported in [16], [28] as well as the results obtained
using our implementation of MNS method have been considered for
comparison. Similarly, results reported in [15], [16], [ 18] have been
considered for the comparison of the performance of the methods on
COIL-100 dataset. Additionally, recognition performances on ALOI
using proposed methods have been included for better judgment.
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TABLE 1
RECOGNITION PERFORMANCE ON SOIL-47A

Average recognition with rank |
M-CORD MNS
Reported
Wiew Ang. Edge Cluster | from [28] L foa
Jmerie | meles
Timet 49 16 54 58
L 90 deg. K798 B7.02 525 5489 5745
1 6l deg 95,74 9503 LR 5621 9493
T d5dep. | 9565 | 9510 | - B G
1 20 deg 95.74 9308 503 57498 663
Avenge meognition with mnk 1-3
+0i1 deg 0617 9531 TR0 B3ET 96 KR
+0il deg 10000 | 100.00 TET B43% T7 A2
+45 deg 10000 | 100.00 - EEY DH 6T
+20 deg 10000 | 100.00 TET EEE TS B5A3

t Average time is provided per match in terms of milliseconds{ms)
— indicates that results for the corresponding boxes ane not available
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Fig. 3. Improvement inobject wise comect matches by M-CORD over MNS

Let us consider the SOIL-47A dataset for evaluation of perfor-
mance of the methods. The experiments have been done in the
same way as described by Koubaroulis e all [28]. To have a better
understanding, we implemented the MNS method and parameters
are tuned to obtain better results. The parameters used for MNS
method are size of the window (1), Mean Shift kernel width (J{),
minimum mode size (7)., threshold for the distance used at the time
of suppression (), and the threshold value used at the time of MNS
matching (). Irrespective of the parameter values used by Matas
et al. [22] we have tuned the parameters independently for I- and
Lz metrics. The chosen parameter values, after several experiments,
arg ap — 16, R — 170, €7 — 20, of — B0, and " — BT for Jg
and 80 for L. The obtained results are reported in fourth and fifth
columns of Table 1. It can be seen that both for £y and Lo metrics, we
obtained better results than the ones reported in [28]. Additionally, the
proposed methods outperform MNS method in terms of recognition
rates.

To better understand the advantage of M-CORD over MNS we
looked for the objects for which the methods have performed poorly.
As the results of M-CORD-Edge and M-CORD-Cluster for SOIL-
47A are similar, we have considered M-CORD-Edge for comparison.
To observe the object-wise performance of the proposed method,
number of correct matches by MNS method for each object is
subtracted from the no. of correct matches by the proposed method
and the difference table is plotted in Fig. 3. It can be seen in Fig.
3 that M-CORD-Edge performed better than MNS for most of the



ODJECLr. o a veerns vion v e e e < views of three objects (#
20, 36 and 21) in SOIL-47A dataset are matched correctly by MNS
method, whereas at least some views of every object are matched
correctly by the proposed method. Only for object # 34 proposed
method has performed poorly for which the correct no. of matches
is just 4 still it is better than the performance of MNS. For all other
objects M-CORD-Edge has obtained at least 10 correct matches.
Proposed method mismatched object # 34 with object # 35 for sixteen
test views. The two objects are very similar to each other and it is
extremely difficult to distinguish one from other even for a human
being. The above mentioned results are evidence of the superior
performance of M-CORD over MNS.

COIL-100 is a widely used dataset for object recognition. Five
different experiments have been conducted to evaluate the perfor-
mance of the M-CORD methods and they are compared to other
methods found in the literature for this dataset. The experiments are
classified according to the number of training views considered for
the experiments. The average values of rank 1 recognition are listed
in Table Il. The results for other methods are taken from the cited
papers except for the method Extra Tree + Random Sub-windows
proposed by Maree er al. [19]. These recognition rates are obtained
using the software PiXiT * provided by Maree and PEPITe. Maree er
al. in their paper reported results using HSV color space. However,
the results reported in row 3 of Table 11 are generated using RGB
coding because proposed method too uses RGB values. It can be
seen that the recognition performance increases with the increase
in the number of training views of the objects. However, it is not
always possible to have different training views available to obtain
the model descriptor and the increase in the number of training
views also increases the computational cost. Thus, a method should
be judged better when it produces better results with less number
of training views. Additionally, decreasing the number of training
views increases demands on the method’s generalization ability, and
on the insensitivity to image deformations [16]. It can be seen from
Table I that the rank 1 recognition rate obtained using proposed
methods is better than other methods when one, two or four training
views are considered. If eight training views are considered then the
best result (99.40%) is reported for LAF [16] compared to 99.00%
and 98.92% by M-CORD-Edge and M-CORD-Cluster respectively.
In the case of 18 training views per object proposed method, M-
CORD-Edge, achieved recognition rate (99.91% ) which is equivalent
to the best result reported in the literature for LAF. But M-CORD-
Edge produces the best result with perfect (100%) recognition on this
dataset. Owerall, M-CORD-Edge produces uniformly better results
compared to other methods except for the case of eight training views
per object and M-CORD-Cluster produces significantly better results
compared to other methods when one, two or four training views are
considered.

It is to be noted that, in the proposed approach no object modeling
is done from the available training views to obtain a single M-CORD.
The different training views are selected as in [16] and [18], and are
mentioned in Table IL

The last dataset considered is the ALOLI-VIEW dataset. we have
conducted the experiments on 250 ohjects only (i.e, 25% of the
total no of images). The recognition performance is summarized in
Table 1L It can be seen that proposed method M-CORD-Edge and M-
CORD-Cluster obtained moderately good recognition of 69.77% and
75.15% respectively, using one training view per object. Performance
is not as good as in the case of COIL- 100 dataset becanse the increase
in the number of object classes increases the level of confusion
between the objects and decreases the recognition performance. But,

dhtt p: S fwww.montefiore.ulg. ac.be/ maree/pixit.html

TABLE 1

COIL- 100: EANK | RECOGNITION PERFORMANCE
No. af Tr. | 3a (] ] 4 2 I
Views'Obj.
Mo, of Tr. images! 300 | 180D | BOO | 400 i 1]
Tr. Views in & 04k 10] 0+k3] (ek45] 454K90] 090 [ O
M-CORD-Edge 1iX) 0001 9900 9%.50 | 933 | EaS6
M-CORD-Cluster 0002 9087 | 98ed | 0046 | 9274 BOO2
Extm-Trees+
Random Sub-
Windows RGB [19) Q0Ra| 9050 9767 | 9243 | BR3A| TOSR
LAFs [16] - 0000 9940 4. | BT8R0 Ta0D
Sub-windows [18] 0004 | 9061 | 9B47| 05.06 | BR.OO| 7517
Extr Trees [18] 0067 97906 9245 704 | 7500 620D
SMNoW/Edge [15] - a4.13] 8023 8RR | - -
SNoW/intensity [15] | - 0231 B503| 8146 | - -
Linear 5VM [15] - Q130 8480 TRAD | - -
NN [15] - 8750 50| Med | - -

I Mo, of Test images in each case is 7200 - # of Training images
~ indicates that results for the ocoresponding boxes are not available

TABLE 1l
ALOL RECOGNITION PERFORMANCE
Mo, of Tr. Viewsi(¥hj. S 4 Z I
| Total No. Tr. Images! 200K 000 | 500 | 250
WView AnEIr..*; in ° 0+ k45 | 454k90 [ 0, 90 [i]
Using M-CORD-Cluster
Rank 1 FEET] 9338 8667 | 7515
Rank Z 067 g755 0046 | BLIO
Fank 3 99,54 9812 9ZFT | R348
Using M-CORD-Edge
Rank 1 JE.6% g93a4 BIad | 6977
Rank 2 99,39 9634 B7H | TR
Rank 3 99.62 9708 8950 | T9.68

t No. of Test images in each case is 18000 - No. of Training images

both the methods achieved good recognition when more number of
views per objects are considered in the training set. No results of
other methods are available on this dataset for comparison.

V1. CONCLUSIONS, DISCUSSION AND FUTURE WORKS

Performance of the proposed methodology depends mainly on the
number of MCONs selected for each of the M-CORD and the size
of the region selected. Here, region is a rectangular window of size
ut % wn The number of MCNs detected for each of the M-CORD
depends on the size of the window and the dissimilarity threshold
doge. While the size of the window is crucial for obtaining better
regional description, dpear controls the number of MCNs selected.
The more is the value of ... less is the number of MCNs selected.
The bigger is the size of the window, better is the representation.
Larger windows increase the computational cost of the method.
Similarly, if too many MCNs are selected, the methods suffer from
the problem of over fitting and it also increases the recognition time.

The values of all the parameters are selected on the basis of several
experiments. Windows of three different sizes (w: — 10, 16 and 25)
are selected for experiments in COIL-100 dataset. Although, the re-
sults obtained are not significantly different, best results are obtained
using w — 1t and is reported in Table 1. The other parameter
values such a8 dynax-the dissimilarity parameter between two MCNs,
midn_clst_si wo-the minimum number of pixels needed for a cluster to
be valid and r-the parameter to check the dissimilarity between two
color vectors are selected by varying them over different intervals.
The final values are selected by observing the MCNs selected on a
number of images. The wvalues of v and wir_clsl _size are varied
between 10 and 60 and best results are obtained using + = 30 and
rvinclat _gize — 20 Similarly, the value of ¢aer is varied between
20 and 80 and the best results are obtained using Sua. — 4.



The same parameter values are used for SOIL-47 A dataset except
for the window size, to generate the results shown in Table 1. Initially,
performance of the proposed methods is tested on SOIL-47A using
windows of size w = U] for both training and test views. In the
SOIL-47A dataset, the size of the frontal(training ) view of the object
is twice the size of the other(test) views, Thus «: — 20 is a reasonable
size to be selected for the frontal views when the window size for the
test views is taken to be 10. This produces better results compared
to the case of » — 10 for all the views.

Comparison between the two proposed ways of representations
It is to be noted that M-CORD-Edge representation is richer than
M-CORD-Cluster because it can also be sensible to the spatial
distribution of the colors. Hence, M-CORD-Edge produces better
results than M-CORD-Cluster in the case of SOIL-47A and COIL-
100. But, rich representation in M-CORD-Edge is obtained at the cost
of extra storage space to store the M-CORDs and more comparison
time between two M-CORDs. In case of ALOI-VIEW dataset,
although, the M-CORD-Edge descriptors of the objects are rich, the
performance in terms of recognition rate is not good compared to
M-CORD-Cluster. The possible reason may be the problem of over
representation. Sometimes, the representation richer than needed is
not helpful. Comparatively poor but reasonably good recognition is
obtained using M-CORD-Cluster with smaller window sizes (100 11)
for all the datasets. Thus to choose between two methods one can opt
for M-CORD-Cluster anticipating a reasonably good recognition with
a small window size such as «: — 10 But, to get rich representation
of the objects and better results, M-CORD-Edge with bigger window
size should be considered.

The main contribution of this article are the proposed representa-
tion (M-CORDY) of an object. Two dissimilarity measures, one is to
compare between two M-CORDs and the other one is to compare
between two MCNs, have also been proposed. The strength of the
proposed methodology is the efficient representation of the colors
appearing on the object swface which preserves the local shape
information. Proposed methods would perform well when objects
are multi-colored and, rich and colorful patterns appear on the object
surface.
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