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SUMMARY. The primary objective of this paper is to present some results in connection
with forecasting of discovery and production of hydrocarbon in a partially explored basin. The
focus in this article will be on stochastic modelling for the purpose of discovery, based on the
idea of subjective probability or super population. The results of a particular basin in India
have been presented here.

1. Introduction

At the request of the Oil and Natural Gas Commission (ONGC) of India, the
Indian Statistical Institute evaluated the economic and physical consequences of
various strategies for action in different oil basins in India. Roughly speaking,
a strategy was an allocation of fund to different basins and, within a basin, to
different activities like exploration, development, production and so on. The
physical consequences were assessment of reserve and actual course of produc-
tion. One of the basic questions asked was - ‘how much oil would be discovered,
if on the basis of existing geophysical evidence about a basin, so many wells were
drilled or so much fund was spent on drilling at suitable sites, technically called
prospects? A similar question relating production to the availability of funds
over a time frame was asked. A preliminary account of the work is available in
the report entitled ISIFONGC collaborative research project (1990). The focus
in the present article will be on stochastic modelling for the process of discovery,
based on the idea of subjective probability or super population. The discovery
model considered is not new, but many of the details in the application are.
These include the methods of simulation and stochastic formulation of the basic
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questions asked. We will also present the results obtained for a particular basin,
which will remain unidentified for reasons of confidentiality, and compare them
with the results obtained in the report mentioned by non-stochastic regression-
based econometric methods. This article along with the ISI-ONGC Collaborative
Research Project Report (1990) will provide a complete picture of the work at
the Indian Statistical Institute in this connection.

In Section 2, we present the model and pose the original question of the
ONGC in the framework of the model. A very brief and simplified account of the
physical aspects relevant to the formulation of the model is only provided. We
also briefly review many other models that have been proposed in the literature,
and discuss how some of our questions could be answered on their basis. In
Section 3 is presented the methodology developed for providing answers to the
questions with most of the technical details of proof omitted. In Section 4,
we present results of a particular basin in India and compare with the results
obtained earlier by the non-stochastic econometric method. In the final Section,
a few unresolved technical questions relating to the model are raised.

2. Basic Model, Assumptions and Estimation

2.1 Model with assumptions.

We consider a partially explored basin for which geological and geophysical
surveys are complete and exploration consists primarily in drilling wells in suit-
able sites decided upon from technical considerations. Exploratory wells will
sometimes lead to the discovery of an oil bearing (economically feasible) field.
Thus in a basin, we have a series of exploratory wells resulting in either success
or failure. In case of a success, further suitable wells are drilled to delineate the
field and a detailed technical appraisal is made to determine its size and other
relevant parameters. The technical appraisal for an economically viable field also
involves the preparation of an optimum production schedule to be followed in
the field. The actual determination of the schedule is a lengthy and complicated
process of physical simulation, which depends on besides size, many other geo-
physical characteristics of the field information which is collected on a regular
basis from the exploratory and delineation wells. The schedule is reviewed and
revised, if necessary, from time to time on the basis of the updated information
collected from the development wells drilled for the purpose of production of oil
from the field. Of course, it can be safely assumed that as soon as an exploratory
well leads to a success, i.e., strikes oil, the process of delineating the field, leading
to the determination of its size starts. The technical appraisal involving physical
simulation, resulting in the projected optimum production cycle to be followed
also follows immediately afterwards. But it may not be always most profitable
or even convenient to start production as soon as these processes are complete
in all such fields.
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The discovery and production models along with associated costs are devel-
oped taking into account the discrete nature of discoveries, stochastic behaviour
of the exploration activity and treating the lag between delineation of a field
and the initiation of production from it as the only additional dicision variable
of production along with the exploration schedule to be followed within a time
frame.

The discovery model which follows has been considered by various authors
since the pioneering work of Arps and Roberts (1958) and has been almost
inalienably related to the problem of oil exploration in a basin and the rationale
is well known. Special mention in this connection may be made of the following
authors : Bloomfield et al. (1979), Drew et al. (1980), Kaufman et al. (1981),
Smith et al. (1981), Gordon (1983a, 1983b), Nair and Wang (1989), West (1992).
An asymptotic theory is provided by Bickel, Nair and Wang (1992).

A brief description of the assumptions of the model is provided below for the
sake of completeness :

(i) The basin consists of a set of NV fields which constitute a random sample
from the super population field size distribution given by the p.d.f.

fyl0), y=0.

The form of the p.d.f. is assumed a priori, with § unknown. One may also
think of f(y | #) as a partly specified prior distribution with parameters to
be estimated by some form of the empirical Bayes method. A fully Bayesian
hierarchical method, which estimates errors in estimation and prediction better,
would be our current preference. N may be treated as known, or unknown
parameter or a random variable following a suitable probability distribution.

(ii) The chronological list of the results of exploratory wells drilled give rise
to a 0-1 sequence, ‘0’ denoting a failure and ‘1’ denoting a success. The sequence
exhibits statistical regularity in the sense that its behaviour can be explained in
terms of a probability distribution.

(iii) Considering only the success points in (ii), we have a new sequence
{yn},n > 1, where y,, represents the size of the nth discovery field. The se-
quence {y,},1 < n < N constitutes a realized sample, the drawing scheme
being probability proportional to size without replacement (PPSWOR) from
the population of N fields in the basin, the size measure for the unit value y;
being w(y;), a weight function depending on y;.

Quite often w(y;) is taken as just y;. The stochastic behaviour of the sequence
{yn},1 < n < N isnot dependent on the 0-1 sequence in (ii) in any other manner.

(iv) For the sake of simplicity, it is assumed that the optimum production
cycle for a field can be predicted sufficiently accurately once its size is known.
This cycle as estimated from the past data from the basin is also used for the
fields to be discovered in future, assuming no change in technological and other
environmental conditions having any bearing on the process.
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Now, considering a finite population of N given units (y1,¥2,--.,yn), the
joint probability of the first n items drawn being (y1, 2, .- .,¥,) in order under
PPSWOR is

n
w(y
P(y1;y2,---,yn|y1,y2,---;yN): (21)
i=1 b+ bz
N n n
where t =Y w(y:) = Y w(y:), b= w(y;)
i=1 i=1 j=i

Under the super population model with N fixed, as spelt out in the assump-
tion, the unconditional distribution of (y1,2,...,¥,) can be obtained by sum-
ming over all possible values {y1,¥2,...,yn}, multiplying by the joint density
function and integrating over the unobserved values i.e., the probability density
function of (y1,¥2,-.-,Yyn) is

P(ylay27"'7yn;97N)

= kmiyw(yi)f(yi | 0) .

x[.. fz %f(ynﬂ) SN T dyi
T (j#i)

= kr w(y:)f(yi | 0)

<[ I3 A / e AN F (i) - Fn)TY 1y
=1

= ki w(y) fi |0)Y Ai - (22)

i=1

% fooo e—Abi (f o f e—)xw(yn+1—...—Aw(yN)WiI\Ln+1f(yi)dyi)d)\

= ]{:7‘(’Z 111} yl yl | 0 ZA / e*Abi[L(Ale)]N—ndA

= k() i 0)Y / A; e MLV BV "dA
=1

N!
where k = m,Ai = [ﬂ-.;:t(;ﬁi)zl(bi_b )] " and L(A | §) = f e W) f(y(6) dy
The expressions (2.1) and (2.2) can be obtained easily from the comparable
expressions given in Kaufman et al. (1975) and West (1992).
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From, (2.2), the conditional distribution of y,y1 given y1,ys, ...,y is given
by the p.d.f.

P(yn+1 |y1;y27"'7yn;07N)
= (N =n)w(yns1)fWnt116)
00 - A —(bi+w(Ynt1))A
x [ {;(_b_i)e ( (Yn+1))

b L ye ) L] @)Yt aA - (2:3)
bibs...b,

x [Y Aie ML | 0))NTdA T

The expression (2.3) can be found in Nair and Wang (1989).

In both the expressions (2.2) and (2.3), N can be assumed to follow a prob-
ability distribution, say a truncated poisson distribution and the corresponding
densities can be easily obtained by incorporating this distribution in the expres-
sions.

In the model and subsequent methods which have been applied to the data
from a partially explored basin, N is treated as fixed and known, i.e., in addi-
tion to assuming N to be non-random, we do not plan to estimate it from the
likelihood (2.2) given the data (y1,ys2,...yn). Instead, N has been estimated
from the estimate of the success ratio and the number of prospects determined
through technical appraisal reports. Estimation of N has been discussed in sec-
tion 2.3.3. It may be noted that the expert views were very much consistent
with this estimate of V.

The widely accepted assumption in describing the discovery process model
is that of ‘larger sizes have the higher probability of being discovered first’.
Some authors also feel that discovery probabilities might be related to some
monotonically increasing function of size. (Carrol and Smith (1980); Bloomfield
et al. (1979); Smith and Ward (1981); Lee and Wang (1983b); Nair and Wang
(1989); West (1992)). Therefore a general framework for size biased sampling
supposes that units are selected with probability proportional to some non-
negative function w(.), increasing in the size of the field.

A typical choice for w(.) by all the authors is w(y) = y“ for some specified
constant a > 0. The power of proportionality « is also known as the power of
the discoverability. a = 0 represents the situation in which fields have equal
discoverable probabilities regardless of size and a = 1 implies the discovery
probabilities are strictly proportional to the size of the field.

Interpretation for different values of a. Let Rg be the cumulative discovery
corresponding to the cumulative cost of exploration. The graphs of Rg vs. Cg
relationship should look as follows for different possible values of a.
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Cg —>

Figure 1 : Cumulative expected reserve as
a function of cumulative cost

Observe that in the Figure 1 we have actually shown the cumulative expected
reserve against cumulative cost. But the data have jumps because discoveries
are made at discrete points. In that case the Rg vs. Cg graph should look like
a step function as shown below :

Cg —>

Figure 2 : Cumulative actual reserve
against cumulative cost

It is felt that w(y) proportional to y itself will mean that relationship on
cumulative reserve and cumulative cost of exploration will appear as follows :

RE:k—a(b—CE)r, 0< CEg <,
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at least for C'g close to b. Thus if this relationship cannot be fitted to the data in
a precise manner then this probably would indicate that w(y) is not proportional
to y itself, but to some power y®, 0 < a < 1 or some other function of y.

With initial value of k£ = 708.58 million metric ton (mmt) and b = 1936.83
Rs. million, the fitted relationship was

Ry = 708 — 0.05781(1935.831 — Cj5)"20%"

with correlation between observed R and fitted R (i.e., p(R, R)) equal to 0.942.
As we increase b up to 6436.83 by 100 units keeping k at 708.58 million metric
ton, p(R, R) keeps on increasing to 0.9595. Also a approaches to zero and r to
7.9028.

We have also plotted the step functions of cumulative of a power (a) of
reserve against cumulative cost for different values of « taking o = 0.2, 0.5, 0.8,
1.0, 1.2, 1.5 & 1.8. All the diagrams look similar. The graphs do not show any
perceptible change in the shape. Thus from these analyses we can not conclude
anything about the value of a especially whether & = 1 or not.

We have taken w(y) = y for all further developments. Empirical evidence on
the deposit size distributions indicate that unimodal and positively skewed with
a flat-right-tail are the characteristic traits of the relative frequency histogram
of size - areas, rock volume, hydro carbon in place or recoverable hydrocarbon
deposits. About the form of f(y | #), Lognormal and Gamma have been found
to be two competitors.

Actual numerical computations of the expressions were tried on VAX 781 at
Keshab Dev Malaviya Institute of Petroleum Exploration (KDMIPE), Dehradun
using the observed field size data under different plausible assumptions regarding
f(y | ). Expressions for the likelihood for different values of the sets of the
parameters could be calculated sufficiently accurately (with double precision)
for all the reasonable and practically realizable assumptions about the form of
field size distributions, e.g., Gamma, Lognormal for all n and N < 10.

But for larger values of N and the available field size data, the computa-
tional results were found to behave erratically and hence their reliability was
questionable. Since the data obtained systematically indicated that the number
of fields discovered upto 1985 was far greater than 10, computational intractabil-
ity posed the greater hurdle in obtaining the maximum likelihood estimates of
the parameter. Infact, all the applicable and approximate methods of numeri-
cal approximation and quadrature formula were tried, but not much could be
achieved.

The form of f(y | #) is taken to be Gamma with # = («, §) for all subsequent
computations which follow. The point which can be stated in justification is that
the hypothesis of a lognormal distribution which happens to be widely accepted
in this context is known to be hardly distinguishable from an appropriate Gamma
distribution, unless the sample size is quite large.
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In the framework of the model discussed and under assumptions stated, the
questions asked by the ONGC are as follows :

1. Given y1,¥2,...,Yn, the 0 — 1 sequence up to the nth discovery and
relevant cost parameters, what is the additional expected cost (with standard
deviation) of realizing an expected additional discovery, E(yn+1 | y1,¥2,---,Yn)
and from this what is the additional expected cost (with standard deviation) of
establishing a unit of additional expected discovery in the basin?

2. Given yq,...,Yn, the 0 — 1 sequence up to nth discovery and relevant
production and cost parameters, what is the additional expected cost (with
standard deviation) of making an additional unit of expected production of oil
from the basin.

3. Given yq,...,Yn, the 0 — 1 sequence up to the nth discovery, the lag
parameters and optimum production solely depending on field sizes as pointed
out in assumption (iv) in Section 2.1 and the exploration schedule to be followed
within a time frame, what will be expected cumulative cost curve C(¢) and the
expected cumulative production curve P(t) for the basin over time ¢ (measured
from the time of the nth discovery)?

Changing the decision variables within the overall budgetary and technical
restrictions which appear realistic, different scenarios of the production and cost
profiles given by the P(t) and C(t) curves can be created and presented to the
appropriate people for final decision.

The principal objective of the project was the development of methodologies
needed for the purpose.

2.2 Review of available techniques.

2.2.1 Stochastic modellings. On the basis of the same set of assumptions as in
the present article, Nair and Wang (1989) gave a different presentation of (2.1),
i.e., the likelihood for # given the data. The log of the likelihood is shown to be

Log L(#) = constant + z”: log f(y; | 0) +log S(6) ...(2.4)

=1

where, S(6) = fooo [L(t | )]V~ g, (t)dt, gn(t) = general gamma density given by

ZAi[bie_tbi], t>0

and L(t | 0),b;’s and A;’s are as defined in (2.2).
From (2.4), they found analogous to (2.3), the conditional distribution of
Yn+t1,Ynt2,- -, YN, given the data as

P(yn+1ayn+27"'7yN | ylay27"'7yn707N) = / ﬂ-?:lK(yi | tae)hG(t)dt
0
.. (2.5)
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where, hg(t) = [L(t | 0)]N"gn(t)/S(8) and
K(y | t,0) = exp (—tw(y))f(y | O)[L(t,0)] "

The distribution (2.5) is used to obtain the expectation of Z = y,y1 given
Y1,Y2,-..,Yn. Finally, they showed that the expression used for the maximisation
step of EM algorithm is

QO] 6%) = Z log f(yi | 0) + (N — n)Eg-(log Fy(2) | data).

The underlying principle of work due to Mike West (1992) stems from simu-
lating the posterior distribution of # given the data. His is a fully Bayesian treat-
ment and has the advantage that his method of simulation (Gibbs Sampling)
can handle the problem depending on many variables including size. However,
our method of simulation to be discussed in the following section may take much
less time and so may be better in the univariate case.

In respect of the size distribution, Bickel et al. (1992) assumed that 21, 2, ..., 2k
are the distinct values of field size with multiplicities Ny, Ns,..., Ny respec-
tively. The unknown parameters are (N1, Na,..., Ni) and the log likelihood of
(N1, Na,...,Ng) is given by L(N), where

el(N)  — H Np! ﬁ w(y;)

C (Nie —ng)! 24 Z Nyw(y,) — D(i) 28
D(i) = Zw(yj) with w(yo) =0, w(y;), ji=12,...,n

=0

as defined in (2.1). The sampling scheme assumed is the same as in (2.1).
K

The problem of estimation of R = szNk in their model is same as
k=1
the problem of estimating the frequency distribution {Ny},k = 1,2,... K and
K
N = Z N;. Since obtaining MLE’s for (N1, Ns, ..., Ni) appeared quite different

i=1
under the model (2.6), they considered the following asymptotic structure.
(a) As N 1 oo, K = the number of distinct values is fixed and the distinct

values (z1, 22, . . ., 2;) converge to some fixed finite values.
limit

(b) vi(= Ni/n) satisfies 0 < Nt oo vy, for k =1,2,...,K and f(= n/N)
limit
satisfies 0 < Nw{noo f<1
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2.2.2 Econometric approach.

Attempts in explaining the discovery process following econometric meth-
ods have been made, among many others, by Newendrop (1976), Mc Cray
(1975), Ramsey (1981), Khazoom (1971). Errickson and Spann (1971), Epple
and Hansen (1979) who considered cost implications for modelling exhaustible
resources supply in an econometric framework. In the I.S.I. - ONGC collabora-
tive research project report (1990), an in depth study was made following the
econometric approach along with the approach on stochastic modelling. Inci-
dentally, the econometric approach was a regression approach where the model
was developed basically in terms of relationships between accumulated volume of
discovery like exploratory drillings, delineation drillings and geological and other
types of surveys. For this purpose, three different kinds of data arrangement were
made, namely discoverywise data, yearwise data and equal cost interval data.
Different alternative algebraic forms were estimated on the basis of actual data
in order to identify the best fitting functional forms for the reserve/delineation
cost function for each type of data set. Finally, a modified exponential form of
reserve function R = K — ab CF was found to behave well for each type of data,
although, the estimates of parameters differed to some extent for the different
types of data sets. For the application problem to be considered in Section 4,
the estimates of K,a and b found are as given in the following table.

Table 2.1. ESTIMATION OF K,a AND b

sr. no. type of data estimates of parameters
K a b TRI:?
1 Discoverywise 741.55 590.25 0.9066 0.968
2 Equal Cost interval 1167.16  950.34 0.9704  0.977
3 Yearwise 711.24  651.17 0.8728  0.960

In the table above, r denotes the correlation between the actual values and
the estimates. The data set on discoveries and size are provided in the Table 5.1.
An idea about the cost parameter can be had from the discussions in Section 4.

Following the same rationale as in the case of discovery model, a production
model can be developed by estimating the functional relationship between the
level of production Y and the relevant dependent variables. For details, one is
referred to the report, viz., I.S.I. - ONGC collaborative research project (1990).

2.3 Estimation procedure

2.3.1 Parameters of the size distribution. Given N and y1,ys, ..., Y, in order,
the first problem is to estimate the parameters a and 8 of the Gamma size
distribution assumed. The procedure is basically the method of moments. On
algebraic simplification, one can show the following :

B(y:) = B’(B+1)X N(N—-1)...(N—-i+1)
‘ o (NB+1D)(N=-18+1).(N=i+18+1)
i=1,2,...,n
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) = PNy v e (VBT 54 2)
L (N=iFi8+2)x (N=18+D)(N=28+1)
N —i+ 1841},

E(y}) = WN(N—I)...(N—i+1)

x{(NB+2)(N-18+2)...(N—i+13+2}72, i=1,2,...n

One can now equate
n n

(a) Z y; to its expected values E(Z Yi)

i=1 i=1
n n

(b) Z y? to its expected value E(Z y?)
i=1 i=1

in order to estimate o and f.

Actually in a practical problem, initial estimates of @ and 8 can be ob-
tained by assuming the sample to be a simple random sample and then Newton-
Raphson or any other appropriate method of iteration can be used to solve the
equations in (2.7).

After the estimation of parameters, it is needed to verify the justifiability of
PPSWOR assumption particularly as stated in 2.1. This is done as follows :

Substituting the estimates of a, for «, 8 respectively one can get appro-
priate estimates of E(y;) and var(y;) = E(y?) — (E(y;))? for alli = 1,2,...,n.
Then one can use a control chart type technique with the

Central line as E(y;)

Lower control limit as E(y;) — 2 /var(y;)
and

Upper control limit as E(y;) + 24/var(y;),i =1,2,...,n
when observed y;’s are plotted in the chart, we expect all or almost all the
observations within the control limits.

In this connection it may be pointed out that one could also use a more
elaborate method of maximum likelihood estimation for parameters via EM-
algorithm based on (2.2) as developed by Nair and Wang (1989), where they use
the conditional distribution (2.3) for solving the expected step of the algorithm.
From a Bayesian point of view, this would be I.J. Good’s ML II approach,
vide Berger (1985, p.99). The method of moments used by us, even if it is
less efficient, is fairly straightforward. Obtaining large sample variance of the
estimates by this method would also be fairly easy, in case one is interested. On
the other hand, the method of obtaining ML estimates given by Nair and Wang
(1989) is definitely computationally more involved.
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2.3.2 Parameters of the probability distribution governing the 0-1 sequence.
Regarding the 0-1 sequence as stated in the assumption (ii) of section 2.1, let
W, represent the number of wells drilled following the nth success and up to
and including the next.

It is the probability distribution of W, for all n > 1 which is crucial to the
computation of exploration and delineation cost for discovery.

From the partial data on the 0-1 sequence given, the appropriate distribution
of W, for different values of n are arrived at and used for subsequent projections
for the applications considered in section 4. The appropriate distribution of
W, is taken to be geometric on the evidence of the available data subjected to
relevant statistical tests.

Based on the 0-1 sequence and the number of prospects determined through
the results of the technical appraisal reports, i.e., on the basis of the success
ratio and of the number of prospects determined, N was estimated as N =
(No. of prospects/ﬁ’) = 40. This estimate was quite consistent with the expert
views.

Theoretically it is possible to endogenise the variable N and obtain expres-
sions for its analytical solution under our set up. But the computational facility
at our disposal proved insufficient for getting numerical solutions to the ana-
lytical expression. The same was experienced by Nair and Wang (1989) and
their analysis was also based on a known population size N. The difficulties are
very much inherent in the problem of simultaneously estimating 8 and N. On
the other hand, in the oil reserve context, there is a degree of externally avail-
able expert opinion and data based geological /geophysical information could be
used. We therefore treated N as an exogeneous variable and solved the model
for a specified value of N. However, in section 4, sensitivity of project reserve,
production with respect to the total number of fields has been carried out.

3. Simulation Techniques

3.1 Discovery model.
3.1.1 Cost estimation. Given W, and y,41, the additional cost needed to
make an additional discovery of size y,+1 in the (n + 1)th discovery is given by

Thy1 =Wy + c2(Ynt1)

where ¢; = cost of an exploratory well and ¢»(z) = a linear function of z gives
the cost of delineation of a field of size x, in a basin, based on technical appraisal
results.

If we know how to calculate E(W),) and E(yn+1 | y1,---,Yn) = the expected
additional discovery, the conditional expectation of co(yn+1) given y1,y2, .-, yn
can be calculated at least approximately. The conditional variance can be simi-
larly computed once we know how to calculate var(W,,) and var(ynt1 | yn)-
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3.1.2 Conditional distribution of yn+1 and simulation procedure.
3.1.2.1 Simulation 1. We make the simplifying assumption

E(yn+1|ylay27"'yn) = 6O+51y1++6nyn
= a linear function of y1,...,yn
and
V (Yns1 | y1,Y2,---yn) = 0> (constant). ...(3.1)

Under the assumption (3.1), the parameters can be estimated from the equations

E(yi ynt1) = 60E(yi) +01E(y1yi) + ... + 6 E(yn yi) (3.2)
1=0,1,2,...,n; yo =1 identically AT

and

| D(ylay27 . 'yn+1) |
02 = V(yn+1)(1 - pi+1.1,27...,n) = | D(yl Yo y ) |
192y - Yn

... (3.3)

where p,11.1,2,... nis the multiple correlation coefficient of yp,4+1 on yi1,y2,...yn
and D(y1,y2,-.-,yn) indicates the dispersion matrix of the random variables
(ylay27 s 7yn)

We assume the conditional distribution of y,4+1 given yi1,y2,...,yn to be
Gamma with mean given by (3.1) and variance given by (3.2).

It may be pointed out that determining E(yn+1 | ¥1,¥2,-..,Yn) and
var(Yn+1 | Y1,Y2,---,Yn) in the manner described above is quite simple. What
is more important is to examine how far the approximate distribution thus ob-
tained gives a good fit to the exact distribution in (2.3). For this purpose,
extensive numerical exercises were carried out on the basis of available field size
data for the basin. From amongst the discovered fields, a sample of the first
N(< 10) fields was obtained to constitute a hypothetical basin for which the
conditional distributions were obtained for different values of n both by the
exact formula and by the approximate method mentioned above. The same ex-
ercise was repeated for quite a few such samples of different sizes, i.e., values
N(<10). The numerical computations showed that the estimates of the condi-
tional p.d.f. obtained by the methods are remarkably close. These encouraging
results prompted us to accept the approximate method as a practical procedure
for determining the conditional p.d.f. of y,y1, given y1,y2,...,Yn.

We give the steps involved in the simulation based on this approximation:

(i) obtain an observation from the approximate Gamma distribution

PYnt1 | y1,---,Yn; 0, N) and call it y,11;

(ii) obtain an observation from W,;

(iii) calculate c2(yn+1);

(iv) Treat y,+1 as the realised (n+1)th field size and repeat the steps (i)
through (iii) with n replaced by n + 1.
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The whole sequence of operations can be repeated as many times as one
likes and the relevant expectations with associated standard deviations can be
computed.

Simulation II. Let z1,25,...2y_, be the undiscovered magnitudes and
Y1, Y2, - - - Yn as usual the discovered magnitudes with respect to the sequence of
discovery.

Let R=12z1+ 22+ ...+ 2n—p, = the reserve yet to be discovered in the basin.
The following facts are noted.

(a) Given y1,...yn, and R the conditional density of z;/R = U;, i =
1,2,...,

N —n is Dirichlet with parameters all equal to 3, i.e., U;’s are independent, of

Yis-- yn and R. ...(34)

(b) Conditional density of R given y1, ...y, is Const. e ®FR(N=mF=1 p(R),
where

5 Yi .
h(R) = iy g — ,221,2,...,1’L ... (3.5
(B) i]‘:[lﬂ i Yi+Yir1+.-.yn+ R (3.5)

To estimate E(Ry. | y1,.-.,Yn), where R is the sum of the next k discoveries,
1<k< N —n, Rn_, = R, the following simulation procedure is suggested :
(i) Generate M sets of (N —n) iid. Gamma (a,8) variates

as Zl(i)’Z2(i),___,len, i=1,2,...,M.
N-—n ] '
(i) R*® = Z Z](l) is a sample from (G(a, N —nf)) and Z](z)/R*(i) — U
j=1

j=1,2,..., N —n —1is a sample from Dirichlet distribution described in (a)
above, 7 =1,2,..., M.

(iii) Given Zl(l), Z2(Z), N Z%ln, draw the observations one by one, using
PPSWOR sampling scheme with size measure as the value of the variable. Let

the sequence of observations be denoted by wgi),wgi), . ,wg\i,)_n.

(iv) Let V=l + 0l + . 4wl 1<k<N-n; i=1,2,..., M.
(v) An estimate of E(Ry | y1,...,Yn) is provided by

S

1

M . Vk(i)h(R*(i))

1
| M
LS~ haro)
i=1
One should vary M to see where stability is attained.
The estimator (3.6) converges to FE(Ry | y1,...,yn). For estimating
var(Ry | Y1, ... yn) a similar procedure can be adopted.
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In both the procedures, simulation I and simulation II, we are trying to
approximate an integral by some intuitive technique which makes the required
computation very simple. It may be noted in this connection that Nair and
Wang (1989), while developing an EM algorithm for finding the M L estimators
of the parameters of population size distribution, given the data, have to actually
evaluate this conditional distribution numerically, which could be adopted as it
is for our purpose of simulation. However, the computation as pointed out in
connection with the estimation procedures in section 2.3.1 would have been much
more involved.

Unlike the PPSWOR scheme in survey sampling, we assume that size mea-
sure is a function of the unknown population values. The model (2.1) has been
found to be useful in incorporating the size-bias inherent in many types of dis-
covery data. Our estimating procedures described above would be applicable to
many other problems with size bias sampling.

3.2 Production model.

For this model, time is taken to be discrete for the sake of simplicity. The
present moment is taken as ‘0’. The fields in a basin at any point of time can
be classified into the following 4 categories:

(A1) : Set of fields where production is taking place currently;

(A2) : Set of fields for which delineation has been completed, but production
is yet to start;

(A3) : Set of fields discovered but for which delineation is not yet completed;

(A4) : Set of fields to be discovered in future.

For field j in the basin, let d; represent the lag between the completion of
delineation and beginning of production. Here d; is a decision variable.

For a field j, there is an optimum production cycle depending on the size,
like

P;(t), Pi(t+1),...,Pi(t+1;)

with associated costs as

Cj(t)aoj(t+1)7---7Cj(t+lj)a

assuming that production starts at a point of time ¢ and /; = maximum length
of life of a field j after which production terminates.

Optimum production cycle is understood in the following way.

For a field whose size is estimated after the completion of delineation process,
a production schedule is prepared based on technical and cost considerations.
The production schedule is actually arrived at on the basis of an elaborate reser-
voir simulation study carried out for this purpose. While doing so, not only
the size of the field, but quite a few other geological parameters like porosity,
pressure level, viscosity etc., about which reliable information is collected during
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the completion of the discovery process for a field are considered and used in
arriving at the so called optimum production and cost schedules for a field.

Let d; be the time of delineation required for field j and if the field belongs
to As, let f; represent the length of time for which delineation has been carried
out already.

For a field j in category A, let x; represent the period of time for which
production has continued so far.

For a field j in category, A4, we write ¢; as the time point when the discovery
occurs and y; for its size (¢;’s and y;’s are obtained by the technique of simulation
I or IT used for the discovery model).

The production density at time ¢ from the basin, say P(t), can be written as

P(t) =Y Pi(t+ay)+ Y Pi(t=dj)+ Y Pi(t=dj=8;+f)+ ) Pj(t—t;=d;j=5;)
JEAL JEA2 JEA3 JEA4

Associated costs can be added to get the total production cost at time t.
The total cost at time ¢, say C(t) is the production cost + exploration cost. For
details, the reader is referred to the report entitled ”Estimation of Discovery
and Production Costs of Hydrocarbon with Some Applications to Indian Data”
(ISI-ONGC Collaborative Research Project (1990)).

The determination of ¢; for field j in category A4 is done in the following
manner.

From the simulation model for discovery, we get for the fields chronologically
in order : Future discovery size y;, cumulative no. of exploratory wells needed
for field j : n;. Suppose an exploration strategy specifies N}, exploratory wells
to be drilled at time k.

Let Ny = No and Nyt = Ny_; + N, k=1,2,... If N <n; < Np,, we
take ¢; as the point of time of discovery of the j-th field, while §;’s and d;’s are
obtained from the available data on the known fields.

Now for a given exploratory strategy, a set of values of the decision variables
and a set of ¢;’s and y;’s for fields in category A4 to be obtained by the simulation
techniques as explained, one can compute the projected production p(t) at time
t and the associated total cost ¢(t). The simulation exercise can be repeated to
get the expected quantities with associated standard deviation.

4. Application

The simulation techniques explained in section 3 were applied to the available
data for different fields of India to get a basinwise and national level picture in
this connection. Full details are to be found in the report already mentioned.
Summary results of the application in one of the standard basins are reproduced
hereunder.
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For this basin under consideration data were available on 227 exploratory
wells. The 0-1 sequence was extensively analysed and the hypothesis of Bernoulli
model found to be acceptable on the basis of a large number of statistical tests
which were applied to the data in different forms. The probability of success p
was estimated to be 0.12.

Out of 227 exploratory wells, reserve was established for 63 fields (Table 5.1).
Considering the sizes, 27 fields were found to be economically viable and hence
in our analysis, we have taken 27 to be the number of discoveries.

The available data gave rise to the following figures and relations:

C1(Rs. million) = 8.1

C>(Rs. million) = 64.1+ 3.1y
N = 40
n = 27.

For the production simulation exercise, the following data were used in addition:

do = 0 for y; > 4 mmt
77 4 for y; < 4 mmt.

The P;(t) curve for field j in category 4 was also assumed to be of the type :

Pj{tl

] Bj t I" Ij
Figure 3 : P;(t) curve for a field in A4

The values of Sj,7;,l; depending on size were based on the analysis of past data
and expert opinions. The total area under the curve P;(t) is the recoverable
reserve for field j = y;x recovery factor. The recovery factor was appropriately
estimated from the past data.

For a field already producing, the P;(t) curve was taken as:

Py(t)

t l'j ij

Figure 4 : P;(t) curve for a field in A;



STOCHASTIC MODELLING AND FORECASTING OF DISCOVERY 305

The exploration strategy utilised for the simulation result presented was :

Time
10

k
01 2 3 4 5 6 7 8 9
N, 5 6 6 9 9 7 7 7 7 8 -

The summary results for the above strategy are presented in the following table
along with comparable results for the econometric analysis. (The regression
equations based on econometric methods are presented in Table (4.1).

Table 4.1 :  ESTIMATES OF THE PARAMETERS OF
POPULATION SIZE DISTRIBUTION

parameter  estimator
o .0211132
B .530576

Table 4.2 : ESTIMATE OF ULTIMATE EXPECTED RESERVE AND EXPECTED
DISCOVERED RESERVE ON FIRST FIVE DISCOVERIES

method of simulation ultimate reserve for first
reserve (mmt) five discoveries

Approximation I 757 55.7

Approximation IT 826 80.0

Econometric Methods 711 ——

(Yearwise)
Econometric Methods 742 ——
(Discoverywise)

The above figures for ultimate reserve may be compared with two naive
estimates. The first naive estimates is

NE, 5(2) = 40 x 25.10638 = 1004.26 mmt

The Second naive estimate is

Yy1+ys+ - +yn+ (N —n)E, g(z) mmt
= [678.33 + (40 — 27)E, 5(z)] mmt
= 1004.7129 mmt.

Comparing the ultimate reserves it is found that N happens to be an over
estimate. Both these figures tend to overestimate because they ignore the fact
that probability of selection is proportional to size. Only relatively small fields
may remain undiscovered.
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The following two tables represent production and cost profiles corresponding
to the following exploration strategy.

Time k

01 2 3 4 5 6 7 8 9
N, 5 6 6 9 9 7 7 7 7 8

The results in the Table 4.3 are due to the method of simulation (Approximation
I), whereas for the sake of comparison, the projected production and cost figures
obtained by econometric method (under the same above strategy) are displayed
in the Table 4.4.

Table 4.3 :  PROJECTED PRODUCTION AND COST PROFILES
FOR THE TIME POINTS 0 TO 9 (METHOD OF SIMU-
LATION, APPROXIMATION 1), ‘0’ REPRESENTING
FOR THE YEAR 1985 FOLLOWED BY 1, 2, ..., 9
FOR THE YEARS 1986, 1987,... AND SO ON.

—+

E(P{) E(C1H) _SD.([C 1)

mmt Rs. million

0 6.28 772.0 0

1 6.24 786.2 21.7
2 6.22 802.4 27.9
3 6.53 884.9 31.9
4 6.72 913.4 40.6
5 6.87 926.8 45.2
6 6.99 922.3 52.1
7 7.12 950.9 57.6
8 7.29 980.5 57.0
9 7.50 985.5 67.5

Table 4.4 : PROJECTED COST AND PRODUCTION FIGURES
BASED ON THE ECONOMETRIC ANALYSIS

period  production cost
(mmt) (Rs. million)

0-4 8.7366 2871

5-9 7.7957 2614

mmt : million metric ton

4.1 Sensitivity of project reserve, production with respect to the total number

of fields.

The models presented involve a number of variables one of which is the num-
ber of fields in a basin (N). While describing the model, it was mentioned that
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though theoretically, it is possible to endogenise the variable N and obtain ex-
pression for its analytical solution under our set up, the computational facility at
our disposal proved insufficient for getting numerical solutions to the analytical
expressions. We were therefore forced to treat N as an exogenous variable and
solved the model for specified values of N. With the help of the fastest computers
available in the world now, it may be possible to get the numerical solutions.

For this purpose, the simulation exercise was carried out for two different
values of N, namely 40 and 60 and some related results are presented in the
following tables.

Table 4.5 : PROJECTED PRODUCTION, PRODUCTION COST

N = 40
item 1985-86  1986-87  1987-88  1988-89  1989-90  1990-91
1. No. of exploratory wells 16 17 18 20 22 25
2. Exp. discovery (mmt) 0.0 23.72 22.02 14.97 9.42 5.65
3. Exp. total production (mmt)  6.28 6.24 6.22 6.53 6.72 6.89
4. S.D. of production 0.0 0.0 0.0 0.0 0.0 0.04
5. Exp. total cost (Rs. million) 866.3 909.5 972.1 1076.5 1135.6 1202.5
6. S.D. of total cost 11.9 31.9 45.3 43.9 46.1 43.9
item 1991-92  1992-93  1993-94  1994-95 1995-96  2000-01
1. No. of exploratory wells 28 31 34 37 40 42
2. Exp. discovery (mmt) 2.12 0.50 0.12 0.01 0.0 0.0
3. Exp. Total production (mmt) 7.08 7.35 7.66 7.99 0.0 0.0
4. S.D. of production 0.09 0.17 0.23 0.30 0.0 0.0
5. Exp. total cost (Rs. million) 1247.9 1317.1 1360.3 1346.2 0.0 0.0
6. S.D. of total cost 36.6 47.6 56.9 70.0 0.0 0.0
item 1985-86  1986-87  1987-88  1988-89  1989-90  1990-91
N =60

1. No. of exploratory wells 16 17 18 20 22 25
2. Exp. discovery (mmt) 0.0 37.15 38.14 33.87 35.00 33.27
3. Exp. total production (mmt)  6.28 6.24 6.22 6.53 6.72 6.89
4. S.D. of production 0.0 0.0 0.0 0.0 0.0 0.0
5. Exp. total cost (Rs. million) 867.0 924.2 996.5 1115.4 1199.5 1292.0
6. S.D. of total cost 15.5 50.3 64.6 80.1 82.8 85.0
item 1991-92  1992-93  1993-94  1994-95 1995-96  2001-01
1. No. of exploratory wells 28 31 34 37 40 42
2. Exp. discovery (mmt) 30.35 27.29 21.06 16.11 9.33 0.0
3. Exp. total production (mmt)  7.11 7.42 7.82 8.36 10.53 10.71
4. S.D. of production 0.16 0.28 0.43 0.57 0.73 1.21
5. Exp. total cost (Rs. million) 1273.0 1497.4 1616.8 1736.4 1817.8 1878.9
6. S.D. of total cost 102.5 113.3 127.7 137.2 131.8 120.1

There are some features of these tables which deserve further explanation.

Observe that standard deviations in first few columns are zero. It only indicates
that all the discovered fields has a fixed profile for exploitation as described in the
paper. Uncertainty and hence variation comes only for fields to be discovered.
But the fields which would be discovered in the subsequent years have some lags
for productions. After one starts an exploration, it needs time to dig wells and
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thus some lag is introduced before discovery. Hence for the first year the expected
discovery is zero. Given the exploratory activity, after some time all the fields
will be discovered and hence no more discovery is possible afterwards. When we
talk in terms of expected discovery, the size of the expected discovery becomes
too small to count after some time. Similar comments hold for production also.

On the whole, the results presented in these tables clearly bring out the
implication of rising costs of further production effort in the basin. Since the
basin is already fairly explored, a relatively large marginal effort is necessary
for additional discovery, and hence the marginal cost of production is likely to
follow a rising trend over time. As it is intuitively clear, the expected discovery
is more in the case N = 60 than in the case N = 40 and the basin takes some
more time, then N = 40, to be fully discovered.

5. Some Unsolved Problems

There are a few interesting unsolved statistical problems which have come
up in course of this work.

(a) The non-stochastic econometric approach mentioned in Section 2.2.2 pos-
tulates a non-linear regression model of the form

RE:K—a(b—CE)T, 0<Cg<b ...(5.1)

between R = cumulative reserve established and C'r = the corresponding cu-
mulative cost of production.

The relation (5.1) or something similar should follow naturally as a long
term average relation based on the stochastic model for discovery and cost. For
this purpose it is necessary to study the asymptotic behaviour of the remaining
reserve

E(Yn-H +...4+ YN |y1...,yn)

and the corresponding expected cost
E(Tpi1+Thia+ .- +TN | y1,¥2,---,yn) as N — oco.

Presumably suitable average values of y; ...y, may have to be chosen in this ex-
ercise and the Gamma distribution may have to be truncated to use appropriate
central limit Theorem for Y;’s (vide Rosen (1972), Gordon (1983a, 1983b) etc.),
other assumptions as discussed in the present article remaining unaltered. It is

conjectured that w(y)ooy? is crucial in arriving at a long term average relation
like (5.1).
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(b) The work of Bickel, Nair and Wang (1992) seems to suggest that an
estimate of N in our model based only on y’s and having good asymptotic prop-
erties should be available. It would be interesting to study the properties of the
maximum likelihood estimate. Incidentally, if one takes the unknown remaining
y’s as the parameters the MLE for R and N are pathological. They are equal to
0 and n respectively.

The data relating to discoveries and their sizes for the basin considered in
Section 4 are presented below.

Table 5.1 : TOTAL AND AVERAGE RESERVES

ESTABLISHED THROUGH 63 DISCOVERIES
FOR DIFFERENT VALUES OF Wp,

W f total reserve  average size
(mmt) (mmt)
0 18 443.1159 24.62
1 8 51.1560 6.39
2 13 209.8470 16.14
3 5 7.6880 1.54
4 9 39.0815 4.34
5 2 0.9700 0.49
6 3 35.7600 11.92
7 3 1.2970 0.43
9 1 11.8400 11.84
21 1 0.4000 0.40

Total 63 801.1584

mmt : million metric ton.
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