A NOTE ON THE DISTRIBUTION OF DIFFERENCES IN

MEAN VALUES OF TWO SAMPLES DRAWN FROM TWO

MULTIVARIATE NORMALLY DISTRIBUTED POPULATIONS,
AND THE DEFINITION OF TIIE D*-STATISTIC.
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SraTisTicat, Laporatory, CALCUTTS,

1. I am indebted to Professor S. N. Bose of Dacea for poiuting out a mistake which
occurred in my paper *On the Exacl Distribulion and Momeni-coeflicients of the
Dstatistic** published in Volume 2, Tart 2 of this journal, in writing down the distribu-
tion of the sct of mean differences of two samples drawn from two multi-variate normally
distributed populations. I obtain in this note the correct distribution which necessitates
a small al ion in the definition of the D*-statistic for the case of correlated variates.
‘The net result is that the formulo: (146), (1°7), (2:2) nnd (3'1) of my previous paper nued
modifications, which I give here ; but the main i fon remaing letely valid.

It is also shown that if we assume the two populations to have the same set of varian-
ces and covariances, no modifications in the results given previously are necessary. As
in practical applications of the Dstatistic, it is vsually ussumed that the variances and
covariances are identical in the two populations, the results obtained in the previous
paper ¢an be used legitimately.

2. Let S and ¥ betwo random samplcs of sizes # and n’ drawn respectively from
two normal populations » and # of p-variates which are linearly corrclated, We shall
write down the populati istics in the foll way i

a = mean value of the i-th character in population » } @n
o, = mican value of the i-th character in population »
o = dard deviation of the i-th cl in lation »

. (22)
o, = standard deviation of the i-th character in populstion

pu = cocfficient of correlation between the i-th and j-l eharacter in population r} >3

Pa= ficient of Jation b the i-th and f-th character in population »’

We also write a = oaap, oy = ol gy e (24)

*The D2slotistic was Intended to be and was defined as a quantity determined eatirely by the sample
values of the variates, Raj Chandra Bosc has fnvestigated the exact disteibution of a modified lorm of
the Dytatistie fn which the ion values of the varil and i have been
for \he corresponiling sample cstimates.—Edior, Sankhya.
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For the two samples = ond X' we write

a, = obscrved mean volue of the f-th character {n sample £ ]
2%)
a’y= obscrved mean value of the i-th character in sample X'
Iet A be the co-factor of a, in the determinant
A =] ey 4y e ay_| =lanl . (26)
LTI P . Gp
A= du o o, . 27
Dy Cy i a'yy
Then the distribution of the sct of mican diffcrences (a,, a5...0nie .a,) in repeated
samples of size n drawn from the population = may be wrilten as
= (/22 Ay, (a,—a))® +...+2Ay (@, —ay)(ay—ay) +... )
Constant x e da,.du,...da, ... (2B)
and likewise the distribution of thie sct of ncan differences (a)/, ay ... a,7) in repeated
samples of size x' drawn from the population » may be wrilten as
— (e 2A A 0y — @V e + 280500 — 2} 0y = a)) + i)
Const. x e (/20N wla /) St .da,! da'......da}} (2°0)

Our immiediate object is to write down the distribution of the sct of mecan differences

(ai=0a), ay~aseu...uc: » Oy—a,).

3 Letusset (n-a) + (a/-a) = 2x } i=m 2l B3
(a—a) = (a/=af) = 2y
(o —a) = (x4 %) } =102 ) o (32)
(a) = af) = (x = 3)
We shall further sct yy = —%“ » Yy -%A:m bea  (3°3)
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Then from (1:7) and (1'8) the joint distribution of X,y Xy covees Xp i Y1s Yoo cvore I
may be written as

Const. x exp | = yulxy + N)'= coiec =iz + 2) (X2 + 32) = oo = V(30 = 2
= = 205 {1y = ) (Xamya) = e dxg day . dx, dyy dYy el dy,  (374)

or Const. x exp [={{ri+70) 6"+ woovee +200ua Vi) xy 3y =202 vy +
Via¥o ¥ weeces Yol ¥ cene =X (Y0 V # 10Ya b e R YW+ b=+ i) 2°
+ovne + 2074 Y1 Ve w (35)

4. The expression within the squared brackets in (3-5), when equated to zero, may
be looked upon as representing a hyperquadric in a space of p-limensions ; x,, xy.....xy
being regarded as the yariables, snd y,, ¥y - .. being momentarily regarded as
constants,

Hence there exists a linear transformation by which the origin is transformed to the
centre of this quadric. This transformation is of the type x, = x/ + const ... (¢1)

Making this transformation, the joint distribution of xy/y X¢ls v Xyi ¥4y ¥4 evendn
can be written

Const. % exp [={(yy + 720 +vene + 271+ VI il =000 Saseey) [ E]

% dx’y dx'y ceees diy! dy, dyy oo dyy +2)
where k= Yutm Tetnd - vt nd
Yt Tntyve . et “3)
Tt n Tmtw - Ym
ond ¢y, yaee. Yy} =
D T R R SO 33', o )
Yty Yuttn' o YetYs' ‘(BT.'gf'_-.)
.. (4-4)
+v! L2 T +vn' % _oF
Wt Tt Yoot Yo' l(‘a?; 35 )
3y 8y 3 oy .
Pt = _ T +
(ﬁy. Sy, ) ‘(ay. a.v.) 4 3y, 8:.) Y
whgey = yun' + e urin t - uz.. unn v (48)
1 7 !
¥OE o e 0 VS0t v, = XLl w (46)

381-



Vor. 2) SANKHYA: THE INDIAN JOURNAL OF STATISTICS [Parr 4

To simplify (4°4) we multiply, the 1st. 2nd, ...... pth column of the determinant by
s and add to the (p+ 1)th column, then from Luler’s theorem

P ¥
e O P E;&
¥y
Yot v Tt v e Ye ot %
3
“7
eE I YtV e Yt T :f
'y
By ) (¥ & ) 2
(-2 Gear) - 1(Gh-a0)

Again multiplying the 1st, 2ud, ...... pth row by ¥,, ¥ .
from the last row we get on again applying Euler’s theorem

SO0 Ppe )= -
o Tt rut vl e et 38
I

Yo+ Tnt ¥ e Ya b v ;‘;,—V

(4'8)
Yo %! Yt e Tt e %’
& g - 0
o 3y, 3y,

In (4'2) we can integrate out for x,%, x,/...... x,, Hence we getas the distribution
of 314 Yau vrnees Yo

—9(3 yne ) /K
Const. x e dy, dyyeaa.dyy

5. If ky denotes the cofactor of the element in the i-th row and the j-th columa of the
determinant k given by (4'3) we have

W)= RE ¥ - 4% . .
(s Yas 0e 39) .,‘r_l‘uej,. aT‘ = 4u:| Wy o {51
»
where las = lim = u‘i.k" Yor Yy - 52)

Substituting for y,, y,,. from (31}, and using (4'9) and (5°1); we can write
the distribution of (a, — a,’, 2; — a,,......aq, — a,) in the form

LB =)~ (=) 4+ 2l -0 - (a,~a/)[(as=a)) = (e =2 .]
x d(a,-a,)d(ay—a,))......d(2,~a,') e (59
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6. llence the formula (2-2) of my paper *'On the Exacl Distribution and Moment
Coefficients of the D*-statistic™;  will be valid provided that we sct

B o=k By = th - o)

”
where k is defined by thie relation (4-3) of this note, 1, by the relation (52), oand

R
n

2=

. (62)

The formulce {(1'6), (1'7) on page 145, Sankhyd vol. 2, part 2 should be dropped. The
definition (3'1), on page 146 for the D*-statistic remains valid, provided that by A ond
By we understand the coustants given by the rclation (6:1) of the present note. No
further corrections arc necessary in the remainder of the paper.

7. Let us now go on to consider the special case

ay = & BVim 4,2 e v (TD)
i.e. when the two populations v and #’ have the same sct of variances and covariances,
From (3'3) we sce that) Yy = a'ny w (72)
and hence from (4'S) and (4'6) n'p = ny' w (13)
B e
and also » 3, "éy. i=02...p4 e {T4)

If we substitute for ¥, and 8/3y, from (7'3) and (7°4) in (4°8); then multiply the Ist,
2nd, ...... pth column of the determinant by

2n 2n 2r
T’hy“ e, ¥a ey » e (T41)

and subtract their sum from the last column, we see that

4n’ L (n+n

#ss Yar s} =y Tvul w (142)
where Ival=1] ra v . N e (743)
Yu Vi : T»
Y Y : T
. - !\
Again K = (—'H"l" ) |yl e (144)
= 4wy [ (n+n")
Hence . (4:0) can be writlen as  Const. x e vy, dysenindyy, o (7°45)
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1fence from (4°5), (3-3) and (6:2), we can write the distribution of y,, yy......3, in
the form

= (@A AW+ 28009, Y5 F e )
Const. x ¢ Jdy,, 4y .4y, e (T5)

Finally from (3'1), we see that the distribution of (a,—a,’, a,—a/,...... a,—a,’) can he
written in the following form
c = (A0 [Anf(a, = a') = (@, =2+ o+ 205 (0 = 0,) = (0, — @/} (a,—2,1) = (as = 2N} + ]
¢

xd(a,—a,)d(a;~aj)......d(a,—3,) o (78)

In this special case therefore, the results of iy previous paper remain valid, without
any correction ; since in this case #,q as dcfined on page 145, formula (1'6) of paper,
is simply cqual to a,, and conscquently B = A and fy = Ay

‘Thus if two populations » and =’ have the same set of variances and covariances, then
we can define D* by D*= D! -2/i . @

where D = IT’A- {An(ai=a)) + 1o 283(8 —aNag=a) + o] . a9

8. If the variables in both the populations gre independent.  Then

- - ' cooom Aot sl A _ _m
yg =Yy =0 wheniskjin T A Pl Yu Y 2a7
kgm0 when igtj, ku= —E ) B=0 whenistj, I = kany/= S0l
Y P et Y Yatn!
- K . - _4_ kry v’
‘Therefore, Bu=0 whenistj, By Ry
- 1 o _mw
or Bom 5 Thavam Wayt Ry
Thercfore, D' = #—(ﬂ..(ﬂ.—d‘,’)' L
= 1 { (a,—an }
P\ s sway o
nEn
‘Thus for the Tated case the lised definition agrees with the one origi-

nally given by Mahalanobis.

May, 1930.
Statistical Laboratory, Calcutla.
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