Direction Code Based Features for Recognition of Online Handwritten
Characters of Bangla

Ujjwal Bhattacharya, Bikash K. Gupta and Swapan K. Parui
Computer Vision and Pattern Recognition Unit, Indian Statistical Institute, Kolkata-108, India
ujjwali@isical.ac.in, bikash guptal l{@yahoo.com, swapan(@isical.ac.in

Abstract

In the present article, we describe a novel direction
code hased feature extraction approach for recognition
of online Bangla handwritien basic characters. We
have  implemented  the proposed approach on a
database of 7043 online handwritien Bangla {a major
seript of the Indion subcontinent) character samples,
which has been developed by ws. This is a 30-class
recognition problem and we achieved 93.90% and
83.60% recognition accuracies respectively on s
fraining and fest sefs.

1. Introduction

With the spread of computers in all parts of the
world including developing countres like India, useful
user miterfaces have gained enormous importance as
well as populanty. Online handwriting recognition
system 15 such an interface. Requirement of such
recognition technology has gamed further importance
with  easy availability of personal and porable
computing devices such as Tablet PCs, PDAs etc. at
affordable prices. A few systems for online recognition
ol handwriting are currently available. However, these
systems take care of only a few scripts of the developed
nations. Mo such system for online recogniton of
handwriting in an Indian script is available.

In the case of online handwriting, the data consists
of a sequence of (x, v) coordinates along the trajectory
of the pen together with the information related to pen-
up and pen-down conditions. Thus, a sample online
data consists of a temporal sequence of strokes used to
wrile the character and, in turn, each stroke consists ol a
temporal sequence of (x, ) coordinates i pen-down
condition. During the last few decades, significant
progress has been made towards the development of
both online and offline handwriting recognition
technologies for different scripts. Related review works
can be found in [1- 4].

India is a multilingual country of more than 1 billion
population with 18 constitutional languages and 10
different senpts. However, there does not  exist
sufficient work on online handwriting recognition of
any Indian seript. To the best of our knowledge, there

exists only one work [3] on recognition of on-line
handwritten numerals and another work [6] for online
handwritten alphabetic characters of Bangla, the second
most popular language and seript of India. 1t is also the
official language of Bangladesh, a neighbour of India.

Existing approaches for online handwriting
recognition include template matching based methods
[6]. fuzzy rule-based methods [7], statstical methods
among a few others. In the present article, we propose a
recognition scheme for online handwritten characters
based on local chaincode histogram feature and
multilayer  perceptron  (MLP)  classifier.  Local
chaincode histogram feature [8] had been used for
offling recognition of handwriting in different scripts.
Recently, a comparative study of this off-line feature
vig-g-vis several other popular offline features used for
handwriting recognition had been reported in [9]. Also,
this chaincode feature has recently been studied for
offling recognition of handwritten characters of a few
Indian scripts [ 10].

However, the above local chamcode histogram
feature cannot  be directly computed for online
handwritten data which is sequential in nawre. In the
present paper, we propose a new approach for obtaining
similar features of online handwritten characters.

Since there does not exist a standard relevant
database, we developed a representative database of
online handwritten characters of Bangla. This database
may be obtained free of cost by fellow researchers for
academic purposes. The proposed recognition method
has been trained and tested using the present database.
Recognition accuracies obtained by the proposed
method are encouraging,

2. Handwritten Bangla character Database
2.1. Bangla script

All major Indian scripts including Bangla are mixtures
of syllabic and alphabetic seripts. They are varied in
character and form. Like most of the Indian languages
the script of Bangla came from the ancient Indian
seript, Brahmi. This senpt runs from left to right and it
has no equivalent to capital letters of Latin seripts. The
set of basic characters of Bangla consist of 11 vowels
and 40 consonants. However, since the shapes of two



consonant characters are the same, there are 50
different shapes m the Bangla basic character set. ldeal
(printed) forms of these 30 shapes of Bangla basic
characters are shown in Fig.1.
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Figure 1. ldeal shapes of Bangla basic characters,
their pronunciations and the number of samples in
the present database.

The difficulty in automatic recognition of these
handwritten characters of Bangla arises from the facts
that this 15 a moderately large symbol set, shapes are
usually extremely cursive even when written separately
and there exist quite a few groups of almost similar
shape characters in their handwritten forms. Examples
of such groups of characters consisting of two or more
characters with significant shape similarity are shown
in Fig. 2.
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Figure 2. Sets of confusing characters (two samples
in each character class are shown).

2.2. Database of online handwritten Bangla
characters

In the present work, we have developed a database
of online handwritten isolated Bangla characters. These
samples have been collected using WACOM Intuous 2
tablet. The maximum sampling rate is 200 points per
second. Mo restriction was imposed on the writers
excepl for specifying rectangular regions for wriling
each character sample. Each person was asked to write
samples at two to five different points of time. This is to
capture the wvariation in one’s handwriting style that
may occur from one point of time to another. Each
sample is stored as a text file consisting of the (x, )
coordinates  and  pressure among a  few  other
information of the pen tip along its trajectory. Here, we
considered only the coordinates of the positions of pen
tip having non-zero pressure. The pen up and pen down
situations are identified in terms of zero and non-zero
pressures.
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Figure 3. Samples from the present database

The present database consists of 7043 samples of
online handwritten Bangla basic characters. The
numbers of samples in each class are shown i Fig 1.
114 persons of different groups with respect to age, sex
and level of education have written these samples.
Each person provided one to three samples in each
category. We have taken 100 samples randomly from
each class to form the training set. The rest of the
samples form the test set. A few samples from this
database are shown in Fig 3.

Although online (temporal) data  carry  more
information  than  offline samples, such temporal
information at the same time introduces additional
variability (difference in number of strokes and the
order of writing) to the handwritten samples. These
situations are very frequent in the character classes &,
A, WM, FH and .

3. Proposed Methodology

A part of the pen trajectory between a pen-down 1o
the next pen-up situations is called a stroke. Most of the
character classes of the present database have samples



which are written using one as well as more than one
strokes. However, there are a few classes, for example,
T (UU), 9 (RA), & (ANUS ) etc., in which all the
samples are written using multiple strokes.

3.1. Preprocessing

In the preprocessing stage, mmitially, the points
forming an mnput character shape are re-sampled by
removing the redundant points (multiple occurrences
ol the same coordinates due to holding down the pen at
one or more positions on ils rajectory).
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Figure 4. (a) Sampling points of an input character
with 3 strokes, (b) The same character after first
resampling.

Mext, the points (save for the crtical points where
the pressure changes from zero o non-zero or vice-
versa) Torming the input character are re-sampled to
obtain a new sequence of similar points, which are
approximately equidistant. To accomplish this, we
compute the modal wvalue of the distribution of the
distances between consecutive points along all the
stretches  (strokes) comesponding to the pen-down
situations. 17 the distance between any two consecutive
points of the sequence is less than the above modal
distance, then the latter pont s removed. This helps o
reduce the vadations in writing speeds along different
parts of an individual character. In Fig. 4, all the
points of an mput character S(R), consisting of three
strokes, before and after re-sampling are shown.
Finally, all of these re-sampled points are translated by
shifting the origin of the coordinate system 10 (X,
Vi )y Where x5, Vs are respectively the minimum of
x- and y-coordinates of all the re-sampled points of the
input character.

3.2, Feature extraction

In the present work, we use a new direction code
histogram feature for recognition of online handwritten
characters. This feature has certain similarity to the
same for offline handwriten image data [8]. In the
present problem, the sequence (temporal) data of online
handwritten sample is divided into several sub-divisions
for computation of this direction code feature.

3.2.1. Extraction of subdivisions. The whole trajectory
of the pen (corresponding o non-zero pressure)
forming a character sample is divided ino N
subdivisions. Each character sample is composed of one

or more strokes and to detenmine the number of

subdivisions of the i-th stroke, we obtain its length (L)

by summing the distances between consecutive points

forming the i-th stroke. The total length of the character

sample is obtained as L=¥/.; . Now, we obtain the
I

number  of  subdivisions  of  each  swoke  as

L; ]
Ny = munu'[f‘ N |, where { runs over the number of

strokes present in the mput character sample. 1f
¥ N; # N due to round-off error, then minor adjustment
.

is made to make YN =N-

If the number of points (re-sampled) m an individual
stroke {15 not a muliple of A then its constituent
points (save for the two terminal or criical points) are
re-sampled for the second time to obtain a new set of »;
{nearest multiple of A;) points which are approximately
equidistant.

As an example, we consider the character sample in
Fig. 4(a). It has three strokes consisting of 46, 27 and
28 sample points at the end of the preprocessing stage.
The ratio of the lengths of the three strokes is 4:3:3. So,
if we consider 10 subdivisions of the charmcter sample,
then the numbers of subdivisions of these three strokes
are respectively 4, 3 and 3. Now, since the number of
points in the first siroke is not a multiple of 4 {(number
of its subdivisions), its points are resampled for the
second time generating a new sel of 48 (nearest
multiple of 4) points. Similardy, the third stroke is also
resampled generating a new set of 27 points. However,
the number of points in the second stroke being a
multiple of 3, it 15 not considered for the second tme
resampling of its points. The final set of points after
second time resampling of the character in this example
and also the subdivisions of its strokes are shown in
Figs. 5(a) and 5(¢) respectively.
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Figure 5. (a) Character in Fig. 4( 8) after second time
resampling, (b) Three strokes from left to right are
according to the temporal order, (¢) subdivisions
and their temporal order are shown.



3.2.2. Direction code representation of strokes. Let
the sequence of points in the i-th stroke be Py, Pa, o
P, where my is the final (after re-sampling) number of

points in the stroke. Now, let the angle made wath the x-
axis while moving from P, o P, sbe o, r=1,2, ..., n;-
I (0<e,<360°).
moving from one point to the next one is important.
Thus, the directions from one point to the next along a
stroke can be effectively quantized into one of 8
possible  values, wiz 1.2, B according to the
Freeman's direction code [11] as shown in Fig6{a). In
particular, if' 3375 =@ < 360° or 0"=g, <2257,
then the corresponding direction code is 1. If
225+ (k- x45° <@, < 225+ kx45°, then the
direction code is &+1, for £ = 1,....7. The initial
direction code in a stroke 15 assumed to be 0. Each
stroke of an mput online handwritten pattern is thus
represented i terms of the direction codes. The
direction code representation of the online character
sample shown i Fig 5(a) is shown in Fig.6{#).

Here, the change in direction while

Figure 6. {21 Scheme for direction code representation; (41 Direction
code representation of chamcter sample shown in Fig. 5{a).

3.2.3. Computation of features. In each of the
subdivisions, a local histogram of the direction codes 1s
caleulated. Since the directions are quantized into one
of 8 possible values, viz. 1, 2, .., 8, in addition to the
initial code 07, the histogram for each subdivision has
9 components. Also, for the position information, we
use the coordinates of its CG (center of gravity) as
additional features. Thus, the feature vector Tor each
subdivision has 9+2 = 11 components. If there are N
subdivisions (N = 10 in the present implementation) of
the whole sequence, then the proposed feature vector

consists  of 11=V (110 m our implementation)
components.

Feature wvector components corresponding to  the
direction codes are normalized with respect to the total
number of points in each subdivision. On the other
hand, the feature components comresponding to the x-
and y- coordinates of the CG are normalized with
respect to the width and height of the character sample.

3.3. Classification

In the present recognition work, we use multilayer
perceptron {MLP) for the classification task. The well-
known backpropagation (BP) algorithm [12] s
normally used for the training of an MLP classifier. A
common problem of choosing MLP as the classifier is
finding a suitable choice of its architecture (number of
hidden nodes) and values of different parameters (such
as learning rate and momentum {actor) of the BP
algorithm. There exist a number of modified BP
algorithms which take care of one or more of these
problems of the original BP algorithm. In the present
implementation, we considered a  modified BP
algorithm [13] using self-adaptive learning rate values.

On the other hand, for a proper choice of hidden
layer size of MLP classifier, we made several
simulations using different number of hidden nodes.
We obtammed classification results on the test set of our
database corresponding to MLP classifiers with 30, 40,
50, 60, 70 and 80 hidden nodes. Among these choices
of the hidden layer, the best recognition performance on
the test set has been obtained by the MLP classifier
with 70 hidden nodes. This MLP classifier consists of
110 nodes (size of the input feature vector is 110) in the
input layer and 50 (total number of classes) nodes in its
output layer. Simulation results obtamed by this MLP
with  110x70=50  architecture are reported i the
following section.

Another mmportant aspect of MLP training is the
proper selection of the point of termination of the
iterative leaming of BP algorithm. Usually, during the
initial iterations of BP training, the system error [12]
eradually decreases on both the training and test sets.
However, after a certain number of learning iterations,
this error further decreases on the traming set while 1t
starts increasing on the test set. The point of time, when
the error on the test set increases during at least three
consecutive iterations for the frst instance, 1s noted and
the tramning before the error started o inerease has been
considered as final.

4. Experimental Results

To the best of our knowledge, there does not exist
any standard database of handwriten online Bangla
basic characters. We have trammed and tested the
proposed recognition scheme using the samples of the
database described in Section 2.



The proposed recognition scheme using 110
dimensional feature vector and an MLP classifier with
70 hidden nodes has provided recognition accuracies of
93 90% on the training set and 83.61% on the test set
respectively (with 5000 traming and 2043 test samples).
Recognition percentages against each individual class
are shown n Table 1. From this table it can be seen that
in a few classes such as *E(UU), ¥(KHA), T(JA),
ﬁ{'l’l‘HA}, H(S5A), the recognition accuracies on the
test samples are much lower than the same on the
training samples. This situation could perhaps be
avoided if more samples are available for the training
purpose. A few of these misclassified samples are
shown in Table 2.
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TABLE 2. A FEW EXAMPLES OF MISCLASSIFIED SAMPLES
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5. Conclusions

In the present article, we have described a new
feature vector based on direction code histogram for
recognition of online handwritten Bangla  basic
characters. We have simulated the proposed scheme on
a relevant database developed by us. This is a 30-class
problem and there are only 100 training samples per
class. Considering the small size of the available

training data set the achieved recognition accuracy is
encouraging.

We also simulated a similar but larger feature vector
by dividing the temporal data corresponding to an input
character nto 15 subdivisions. The size of this larger
feature vector 15 13x11=165. However, this did not
improve the recognition accuracy.
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