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INTRODUCTION.

The problem of diserinination and classification is insistent in sciences.  If we pose to
oursclves the question :—Can the two populations from which two given samples have been
drawn, be rcasonably (i.e. on a given probability level) supposed to be distinet? The
answer then is provided by proper tests of significance, which so far as the nnivariate case
is concermed, have long been known, For the multivariate case, Karl Pearson in 1921
suggested his well known Coefficient of Racial Likeness (C), which wag first used by
Tildesley in a paper in 1021'%, Karl Pearson discussed this cocfficient in his own paper
in 1926'*, With the same ohject in view R Ly in 1028' d another
coefficient (H). Work in this line has been continued by Wilks'®, Pearson' and others.

But the problem of classification is not solved thereby. Suppose wa have three samples
I,, I, 5, ond we have rcasonably satisfied ourselves that the populations =,, 7, 7, from
which these have been drawn are distinct from one another. Tt usually becomes necessary
(especially in the biological sciences) to go further und ask oursclves a question like this :—
Is the population a, in some significant sense, closer to #, or to 7,2 For this purpose we
need a “measure” of divergence between two different populations. This concept (as
distinguished from o ““test”) of a measure of dit ¢ between two ions was first
introduced by P. C. Mahalanobis in 1925 in his presidential address to the Anthropological
Section of the Indizn Science Congress and was used elsewhere™®.  This idea was further
developed on the theoretical side in a paper presented before the Indian Science Congress
in 1928" in which he found, for the uncorrelated case, the first four moments of what may
be called the classical form of D* (the measure of divergence devised by him) and also
somie approximate results for the “‘Studentized” form of the Statistic. The exact distribu-
tion as well as the moments of thie classical D* for the correlated case was obtained by
R. C. Bose in 1035', and o scries of clegant propertics of these monient functions were
brought out in two mathematically powerful papers by S. N. Bose™ *.

The Classical D* involved the population variances, which in actual practice had to be
estimated from the data itself, the results thus obtained being only approxi To avoid
all approximation we must construct the statistic D* in such a way, tnat it involves only
the sample readings. ‘The need for this was all slong ised by P, C. Mahalanobi
who had given approximate results for the uncorrelated case in 1928°, and who explicitly
defined in a note in 136" the Swidentised form (i.e. involving only the sample readings)
of the D*statistic when the populations under consideration are different.
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If we denote by A?, the micasure of divergeuce between the two opulations, then the
samnple statistic D? is identical in form, except for some factors involving sample sizes, with
the generalised T* of Hotelling, the distribution of which given in 1931* Ly otlling,
provides us at once with the distribution of the Studentised D* in the special case.

The problem of distinguishing between two multivariate normal populations was also
considered independemly by R. A. Tisher in 1936'. Starting from a lincar compound
with arbitrary cocflicicnts, of the variates, he chooses the compounding cocflicients, so as
to make a maximum, the malio between the square of the difference of the sample means
(for the compound character) and the within variance of the samples, for the same chamcter,
1t shonld be noted that the di fhici btained after imisation are really
functions of the sample variances and covariances. Fisher has not explicitly caleulated
these cocfficients, but a Title nlgebra shows that after maximisation the ratio spoken of
above, is proportional to Hotelling's* T2, and Mahalanobis’s Studentised D, The distribu-
tion of this ratio implied in Fisher's paper Is in agreement with the one obtained by
Hotelling®,

The object of the present paper is to obtain the distribution of the Studentised D3, for
the general case A’#0, that is when the populations are different, and incidentally to
verify the distribution of Hotelling® and Fisher*.

Tt will be scen that the distribution of D* docs not involve any population parameter
except the functios A' of the p 1t is also i ing to note that the distribu-
tion found ky Fisher® by an entircly different method for another statistic, namely a
certain kind of imltiple correlation cocflicient, Lappens after a little transformation to be
similar in form, to the distribution found by us.*

§1. DEFINITION OF THE STUDENTISED D’.StimisTic.

Consider two samples X and X’ of sizes » and »’ from two multivariate normat
populations » and =’ with the same sct of variances and covariances ay (i, j=1, 2,...p)
where ay=p, & o, o, and o hring the standard deviations for the ith and jih
charucters respectively, 8nd py, the correlation between the i-th and j-th (haracters. The
matrix 8 ay 0 will be said to be the conunon dispersion matrix for the two populations.
Let ay, o'y (i, j=1, 2,.........p) denote the respective variances and covariances of the
samples X and X/, so that Nay and Ba’y0 arc their respective dispersion matrices.
Let a, oy (i=1,2,......p) be the means for the ith character for the populations » and
' and It g, oy denote the corresponding quantitics for the sumples = and ¥, Let us sct

’ g
;“=ﬂl+"—"'" . (1)
n+n

Let ¢” as usual denote the wminor of ¢y in the determiuant | ¢y |, divided by the
determinant jtself. A like definition holds for a¥, Then the Studentised D* is defined by

P D =c"a =0T+ Moy ) 4 o ek PPay— )
+2¢" (uy-a") (a3 = @'} + ureve 7207 ¥ayy - 0a'yy) (-0} e (1°2)
Likewisc if A* is the population value of D? then

pATEM (@ =) oM ey =)

+a” (a,—d',)?
+2045(ay = a'y) gy =ay) (1)
*The introduction has been added by ws after the conference. R, C. Dose and S. N. Roy.

+2a"(a,—a,’) (ay~a)) +.

20
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§2. Ixvariasce or D

We sholl show, that if from the primary p statistical variates, we obtain a new set of
p variates, by n liear transformation with matrix ||yl] of rauk p, then D* remains
unchanged.

If 8, goes over to by, it is casy to verify that
by=AuAuay 4 inndod)y St (Agdyy + A5 A0+ e+ (M) i ¥ A0 5 Ay )iy (271)
Thus
Nby = Rl X Nay R BALN e (22)
where flt,,]l is the matrix obtained from []A]] by interchanging the rows and columns.

Similarly if a’iy goes over to by, then we get 2 formula corresponding to (21). Henca
if ¢y goes over to dy we clearly have, remembering (I°1)

Odyl=NAgl Reyll DALD (28
‘The same relation holds among corresponding determinants, Thus
Tdy I=1lcyl [M]* w (24)
Now it is casy to verify that
D' = | 6y €3 wennne Gy Ly +le | e (2°5)

€ €31 e ¢ Ly

[ T

€1 €py  eeevenes € Ly

L, L v L, ©

where L= (a—a,) (i=1,2, .....p). . (2°51)

Now if L, goes over to M, , then clearly

Mi=A, L+ AL+ . (26)
Hence it is casy to see that
dy diy e e dy M, = S. &y 6y e e €y L, .8
dy dyy we dyy M, Oy w6y Ly
(v )]
Ay dys e o dyy M, G 61 v e G L,
My M, ... M, O L Lywe o L, 0

2t
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where S denotes the matrix

A e (271)
All
A Da v o Ay O
0 0 .. ..0 1
ond S the matrix obtained from this by i hanging the rows and columns. Hence thery

exists the corresponding determinantal relation

dy g e e dy M, | =
diy e o dy M,

X[y e (28)

dy dyy e dyy M,

M, My o M, O

Remembering the value of D? given in (2'5), its invariance follows from the relations
(24) and (28).

It is worthwhile to note that if a lmeaf trapsformation is performed on all the variates
of o multivariate Ty distrit lation, then the density factor in the joimt
distribution of the sample readings mnams unaltered in form,

This density factor is

3% 3 a0 foyhlama) (-, o (29)
¢ lat 1=y

By By e e @y 4@y +l“u'

i) »
Nowl:'.‘ l_)'.l a (o= a) (a)-a)=

@y, a4y, e Gy Gy—a,
0,—a, 0y~ .. .. ay~a, O

Its invariance is established exactly in the same way as that of D*.

. >
Next let us cons(dcr‘fl IEIH' ay. To prove its invariance we resort to the following
-li=

consideration s~ ..., .

From (2'1) it is clear that

1By+k b transforms o S, flay+kagl S, and U8 transforms to &, fal & where
z
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S, denotes the transformation matrix [by]| and S, the matrix obtained from it by inter-

hauging the rows and cul while |I3,] and [lby| are the transforms of fayfi and flag.
Hence clearly ay+ka
ay

Since k is arbitrary, if we expand the above in powers of k, the cocflicient of

is invariant.
Dut the coclficient of the first power of k is exactly

every power of & is iuvariant.

Zka"n“

Hence its invarionce.

Taking this together with the already established invariance of

!.! S'-‘ o (a—a) (a)-a)

1=t 1

the invariance of the density factor (29) follows,

§3. TME FIRST REDUCTION OF TN DISTRIBUTION PROBLEM.

We know that the joint distritution of the sample readings xu, A'n- (i=1,2,... . ..
k=l, 2, =1, 2, ) i

-3 Y a"{n(a,—m)(a,~ o) + n'(a’—a’)(a’y— &) + (nay + w'a' )}
const. ¢ v x Mdxp Mdx’y. (3°1)

where 11 dx;x stands for dx,, dx,y dxj,...... dx, and o similar notation holdsfor T dx’y..

Sumple = can be represented in the usual Fisherian space Sa of n dimensions, by the
points with coordinates

(s ) i=1,2 » w (@11)

or what is the same ﬂung, by $ vectors x, joining the points to the origin. We take znother

di lutely ortl ! to the former space, and represent in it

space S'w. of n’
the sample X' by p other similar vectors. Let
W (312

Yu=xp =8y Yw=x'n'-a)

where i=1, 2Z,innp, k=1 200, B=1, 2,00

WTRC O |

Let y, v denote the vectors, with components (¥, ¥igeeresd) a0d (¥4, .

lymg in the space S, and S, respectively.  Then the vectors y, lic in a flat &, of n=1
per ticular to the e lar line in S, . Similar considerations apply

1o the vectors y.
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Let O be the origin of coordinates and let M, be the point on the equiangular line
in S, such that OM, = —\/_‘ times the projection of x, on the equiangular Yine, Then
]
OM,=a,. In the same way we can find M, oun the other equiangular line such that
QM =¢;. Also if y,. y, is the scalar product of the vectors y and y, then clearly
=y y)n du=0. Y . (313

Let us now take a new sct of (n+n’) p variables a,, o), 24, Zw (i=1, 2,....
kml, 2,00 n=1, k'=1, 2...... Wit =1) such that

M

(5} ,,,=:'—l}zlx.. =12, p)

i) gy=s E oxa (im1,2 )
(i) "’?.-:.x“' 32y cernan P
(i} 20 (k=1,2,......n=1) arc the components of y, along any (n—1) mutually
orthogonal lines in S,.,. Then zu is naturally a lincar function of

Ay Xiae JRRRE

(iv) Similar considerations apply to 2.
The distribution (3'1) can now be written in the form

- ‘: F: o’ {n (ay—a) (a—a)} + 0’ (¢~ a") (a'y—a’) + (n oy +n'aY)]
const. x ¢ Jmiim

x ‘l'llda, Jdey Mz Mazn . @2)

It should be noted that ay’s are expressible purely in terms of z\'s and oy's are
expressible purcly in terms of 2'u’s.

Next we introduce the new voriables ,—a’, and a,+4', in the place of o, and o’ and
integrating for a,+a’ we get the distribution in the form

v
X 8
const. x ¢ fatimi

o [ Etermoir= (o=l fioy-a = (a2 + Neo |
x I dia—at) Mza Tne o (39
L)
where ¢, s given by (1°1) ond

=Ll Nansw (331
L]
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In the plage of the cquiangular fines of S, and S, let R, be the point, whose
p on the Jar lines ide with M, and MY, Then if Q, is the projec-
tion of R, on OV, the external biscctor of the cquiangular lines,

UQ.=—JLZ- (=a)  (ial2,...p) . (34)

Let the vector vy be the resultant of the vectors y, and yy. Then it is easily scen
thut
Ney=wy vy w (35)
where the dot denotes the scalar product.

We may note that the spaces Su.y, Sy containing the vectors y, y'y respectively
(i=1, 2,......p) arc orthogonal to onc another, as also to OY. Hence the new vectors
o ore also orthogona! to OY, and lic in the space Sa.awy, Which comprises both S, and
Svae

Let ¢, be the resultant of the vectors vy and the vector it 0Q,, where i is given
by (3-31).

Then
b b= % {ay=a’) (ay—~0a") + (nay+ n'a’y)
= 3 (86 =0+ Ney= gy (say) )
The distribution (¥3) now takes the form

Py (84— 7 (01-a") (a)-a))}

Jed tml

=4
e

|1’1 A=) Mdzy Nd'w' e (39)
-1

§4. FURTIER TRANSFORMATION OF TIIE VOLUME ELKMENT

Let T, denote the extremity of the vector ¢;, Take now the rectangular coordinates
ty (i=1.2,...5,j=1,2,...p) for the system of points Ty, developed carlier by the authors .
They are really coordinates of the points relative to the orthogonal system of axes
02, 0Z,, ...... 0Z,, wher: OZ, lics along ¢,, OZ, i3 perpendientar to ¢, in the plane (¢,,
t;), OZ, is perpendicular to the plane (¢,,6,) in the hyperplane (¢, t,, t,) and so on.
Finally OZ, is perpendicular to the rpace (¢, £y, ... t,-1) and lies in the space (¢, ¢y, «.8)

Let 8, be the angle between ¢, and OY, 8, the angle between the plane (OY, ¢,) and
the plane (¢, ¢,), 6, the angle bLetween the hyperplane (OY, ¢,, &) and the hyperplane
(0 b 1) Finallylet 8, be the angle between the spaces (OV, &, Loty aud
(Y A A

25
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Let H, be the foot of the perpendicular from T, on the space (8, &y ... byey) and K,
the foot of the perpendicular on the space (OY, &, 83y ov.oue t,-). Then the angle H, K, T,
;s a right angle, and the angle T, K, 11, is 6,, H, K, being perpendicular to the space
@)y 85y veeees 5)). Thus H, T, = t,, and K, T, = ¢, sin 6,.

Let the vectors ¢y, &y «uoue -y TcMain fixed in position, Consid® now the vector ¢,.
Tuen with fixed values of 100 eons By, 8, the point T, describes a spliere of radius
1y, sin 6, and is constrained to lic in o space of (n+n'—1)— p dimensions orthogonal
to the space (OY, 2,, ¢, ... - t,,) and immersed in the space comprising S,.,, S, and OY.
If now we give a stight latitude to the coordinates I, and 8, so that they lie between f,,
and fy,+dly, and 4, and 8,+ds, respectively (i=1, 2, ...... p), then the point T, describes
a volume clement proportional lo

(s Si0 )40 diy,. 1y dBy. dlysy y lyge y oo oon dlry y

@

1f we successively free the vectors 8y, £y, ..., &, then it §s casy to see that the
complete volume element in (3.7), is proportional to

Ay, ty dOy Ay dligyy e Al )

Repe N-p Nez
=ty [T 4 md,
L Neen K-t X
X (sin0,) . (Sin Byy) avrers (sin 6,) .f'."‘“' - (#2)

Hence the distribution (3:7) now assumes the form

R [ R ,
Const x ,-‘" par=i |E| n\'-xﬂ)l 12y = i (@~ (~a’) |

] Xebens > LY
xl'lll () Mdy N (sin 8) .". ds, - (43
- - -

It is worth noting that g,"s are expressible purely in terms of f’s while (a—=a}
are expressible in terms of #,'s and 6,'s combined.

26
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§ 5. GUOMETRICAL INTERTRETATION OF D
Let OA be the unit vector along OY. We shall denote it by i, Let Fy denote the
foot of the perpendicular from A to the space (¢, £y, oo t,).  Let the length AT, be

ds.s
\ Kp-t A __—

denoted by k. Then from geometry it is clear that the angle AF,., F,is equal to 4, (the
angle 8, 1s shown ia Fig. (2), and the angle AF, F,, is a right angle. Hence

sing= kL:‘ (im1,2, e ) - 1)
Of course k,=1 being the length OA jtself.
Let us now consider the length k,. We shall show that it is very clorely connected
with D*,

. Vol (i, ¢,, ¢, ) ’
ROV b= ol s tar e £) - 6
But Vol (i, £, s ..v.ne ¢,) is the same as the volume formed by the umit vector OA,
and the projections of the vectors ¢, &, ...... t, on the space perpendicular to OA, which
we have carlier called S,,p. But these projections, from the way in which #,, ¢, .........
t, have been derived, are at once seen to be vy, vy, ...... 0. Hence the numcrator in (5.2)
is numerically cqual to Vol (v,, ¥y cunees AN
0wy
k- T Ta.y
N
- el from (3-5) and (3'6)

| Neg + —.f(m-d.’) (a,—4/) |

| Ney

| Ney| + —: N Cyla,—a)) (a,~ay) |

Cy denoting the minor of ¢y in | ¢y | .
Hence from the definition of D* given in (1.2), it follows that

k‘ 1t
= = (53
» [N ¢
! 2N

27
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Denoting by y, the angle AOY,, fe., the angle between the unit vector {. and the
space (b 8y e . 8,) we huve, since k, = sin gy,
2X.
D = 77 cot’ g,
I a statistic similar to D* were constructed for the first { variates only, thea we could
denote it by Dy ; we should thaa have had

e (54)

K o= l—'m , )
*an D
ad
D = B oy, e (5°6)
(L]

It shiould be noted that consistently with this notation 0 should be denoted hy D,*.

§ 6. TRANSPORMATION OF THE VOLUME ELEMENT RESUMED.
From (5.1) it follows that

k, = sin 8, k, = sin 8, sin &,, ...cru... oo by = siun 6, sin 4, ... sin 8, . (61
‘The Jacobian
9{610 B30 o0 0) _ 1
Bk, ky oo By) (sin 6,)"(sin ;)" ..., (sin 6,.,) * (sin 6,,) (cos §, cos B, ... .. cos 6,)
_ ky by i oy
JiO=k7) (k=% e (Roa =B
1 .
x (sin 8,) ** (sin 6,) ¥V ...... (sin 4,.,) o (82
‘The volume clement (4.2) is now transformed to
» N-t Kezp
III‘ () L gty (sin 8, sin 8, ...... sin 6,)
ky ky...... k |2
i (= TR A e
» Neld
= T () M odh
[
o kb ek it
)V Ky 1 6°3)
B (T S 0 L T
Making the substitution k=2, v (600)
the volume element becomes
» Wl (X
I e day dryendt VI = 8- 2= ) e (69)

23
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Since sin® 6 = 2/z,.,,

152, 55,52, . 52,5250

Hence if we wish to integrate out in (8.5) the variables 2y, 25, ...... 2,., in this order
then 2, varies from z, to 1, 2, varies from 2, t0 1, and 50 on lill we come to z,, which
varies from z, to 1. Of course z, itself varies from 0 to 1,

§ 7. 'TuE DISTRIBUTION OP D? FOR THE CASE A'=0

In this case the two populations are identical which we shall rigorously prove in
section 8, so that a) = o (j = 1, 2, ....., ). Remembering (6°5) the distribution (4-3)
now becomes

—l': .): ﬂ" &y » Wby
Const x ¢ 1ot 1= Iﬂ‘ (tw) n de,
8-p-3M3
de, dz,, ...... dz,., dz, e (7))

Zy
* T2 (sm2)

Since gy’ s are expressible purcly in terms of 1,* 5, we can integrate out for £, s and
obtain the joint distribution of z,, z, ...... 2, in the form

(2 — 7))

(X-p-2)/3
Const x 2, s dz, dzy ...... dzy, w (72)
P VIT=20 (=22 e (2= 2
where the ranges of variation of z,, z,, ..... 2z, are as mentioned after the formula (655,

Put z, = a, x, + by, adjusting a, and b, soasto makex, = 0 when z, = z, and x,=1
when z, = ‘Then clearly z, = {l=z,) x, + z,.

dz,
[~y = U=

2
In the same way, after integrating out for z,, let us sct

= -nlx+2

1 1}
dz, - (1—2,) dx,
| o= V-5 ;= o0t v (1=2)
2z .
After integrating out for z,, the portion of the integral involving 2, §
I‘ V(1 = 2,)dz,
(za — 2,

2,

Setting mow z, = (1 = z,) z, + x, this integral reduces to

)
= x)dx
! (t Zu)ﬁx.—-—mnst x(1=2z,)

29
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Proceeding in this way if we suceessively integrate out fof 2,, 2, uan... 25y, We obtain
the distribvtion of =, in the form

LT -1
Const x z, (1-2) dz,

Remienibering that
1

5=kt =

ph (73
1+ N D!
we have the distribution of D* in the form
(D) »-np b

Const x T
{l + %D-F"‘-N- o (14)

Since the total frequency is unity, the valuc of the constant in (7.4) is casily scen to he

B S e (1Y)

=) T @)

This is in agreement with the distribution implicd in Fisher's paper® already referved

pn)- T (r%)

§8. CONSTRUCTION OF A SPECIAL TRANSFORMATION.

Next we have to turn our atiention to the problem of finding the distribution of D* for
the case A’$0. It has been shown already (cf §2), that the form of the multivariate normal
frequency distribution, is invariant under a lincar transformation. The same holds for
end D* and A%, e can thus at the very outset simplify our problem, by performing on our
variates, a suilable lincar transformation, without in any way alering the distribution
results we scek.

\We shalt now show, that a Jinear transformation can be constructed, so that in thr
two populations IT and TV (for which the variances and covariances of the original variates
were identical), the covariances of the new variates are all zero, variances all unity, and
all the mean diflerences cxcept one (that of the first variate, say) are zero, Since AT is
invariont the square of the non-vanishing mean difference is identical with pa® (cf 1-3).

‘The lincar transformoations form a group, so that the of two lincar -
tions, is again a linear transformation. Hence to achicve our purpose we can proceed with
lincar transformations in stages.

We shall first show that their exists a linear transformation of the variates, so that the
new variates have (in the population) vanishing covariances and unit variances. Let us
take a space of p dimensions, gnd in it coinitinl vectors

w,, w0y w,

such that wy. w, = ay, the dot denoting the scalar product, and i, j = 1, 2,uccvccnee e

30
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It is of course taken for granted that none of the veetors Wy, Wyt is & lincor
combination of the others, so that statistically speaking no single variste is (for all
possible individuals) predictable solely on the basis of the others. In this space let us
tuke p mutually orthogonal unit vectors

f b, 3
o that we can express each of these vectors as a lincar ion of w,, w. w,
Let
= A, F Ay Wy Faees wohig Wy e (81

Then clearly the transformation with waltrix
[ENY]

serves our purpose, f.¢. the new variates after transfonnation age uncorrelated in the popula-
tion, and have unit variances. Bufore procecding to the second stage of our transformation
we shall pause to deduce 8 vscful fundamental result,

The means ay, &y (k=1, 2, ...... $) of the two populations of course sulfer the same

transformation. Let them become fh, #4.  Then from the inveriance of A? it follows, that

par= X (g . 82

Hence A' can vanish when and only when A=gh (k=1, 2, ... p). But
Pu— P’k is connected with e, =a’y by the linear transforniation

Bomfr= Edalmmad = L 2d) o B3

"o

with matrix [[A] of rank p.. Hence the necessary and for the
of the set (Fx=F4), (£=1, 2, ......... P) is the vanishing of the set ay—a'y {k=1, 2, ...... P

Hence A* for the two poputations 1T and II' is 2ero when and only when the popula-
tion nicans are identical, i.e. a=d’y, (k=1, 2, ...... P). It is evident that what is true of
A is also true of D?, the sample means now being considered.

\We now proceed to the second stage of our transformation. Now let us apply to our
variates an orthogonal transformation, possessing the matrix |Jv,] where

= ﬂ_l_l':/ f [T S - (8)
and the other elements are arbitrary, excepting that the whole sct satisfies the relations

v =8, 8y =Owhemistj 4 =1 " (39)

The population mean differences then suffer the same linear transformation. The
square of the mean differences for the first variate becomes pAY, while the other mean
differences vanish. It should be noted that the vuriances and covariances are unaltered,
all variances remaining as before unity, and all covariances zero.

The resullant of the two linear transformations constructed just before viz., of those
with matrices [[yll and Jiv)lf gives us the desired transforn:ation.
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§0. SIMFLIPICATION OF TR DISTRIAUTION PRODLEM OF D, Wiy A§0 sy Tng Usk oF
OUR SMECIAL TRANSFORMATIONS,

From the iderations of the last it follows that in our populations T, and
1I,, we can without ony loss of gencralily cousider

ag = 0iliz%j, ay=1 \
(o, = a,)" = p3* ‘ e (9)

{ey — ay) = Ofori=23,..p l
Goddm 0 i, & =1 . (92)

We may consider A (o be the positive root of 4 and /p, the positive root of p. Then
by suitably naming the populations as first end second, we can write

a ~- o, =4/} e (921)
The distribution (4-3) can then be written as
const x e~ 1080 =1 (E &l - 4RV RS0 -0
» X1y » Xal-g
x T M T gins) N (dey
ety -t i)
where from G36).

fu = :_(4.-4'.)' + Nea

Remembering the monner in which the chain of was
we have

=y’
fn=lal+ ! 1 - O30
Sa=hyttly 4. ! I

Also from geomictry
Ve cosé = Vij2. (a,-a")) e (9°32)

fe. Jif2. (ay—a)) =1, cos § . (9°33)

Moking these substitutions in (9°3) we can forthwith integrate out for all the
4.8 and 4's except £, We thus get our distribution in the form

= W' =201, cos 6,41,

K1
const x ¢ xid " di,
) X3 »
11 (sin &) Ndy . (94)
X bl
where cw J(pif2)
Here we note that fy varies from o to @ and 9,, &, ...cccevnee 9, each vary from o to 2.
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If now we want to let & (i=1, 2, ...... #) vary only from ¢ 10 2/2, then the distribution
will ossume the form

I TTORIY -
const x ¢ " cosh (cat,, cos &) x (1,,))  dl,,

14 . 4 "
O singy Ml e 09
Making now as in §6, the substitutions
k,=sing, k,=sing, sing, .. k,=sin g, sind,.....sin 6, ki=z (i=1, 2,.....p)
we con write (9°5) in the form
="+ cfaY) Nea
const x e cosh {c A by, Y(1=2}xt,, diy,
Wyl
2, 2, d2y....n. dz, "
[ . (86)
T X e oy erers |
Tt is worth noting that after 0,’s have been restricted to vary from o to 3/2 there i3
2 {1, 1) correspondence between the sets 8, 8, ...... 8), (k,, ky, cvreee ky) 2nd (2, 245 coneea ).

Also the formula (7:3) connecting z, and D" holds, i.e.,
1 1
P o
ty oy D 1+ & D
The range of variation of z,, z, ...c..... 2p is the same g remarked at the end of §6.

§10. DisTRIBUTION OF D® FOR THE CASE A'§0.

Consider now the joint distribtion of I,, and z,, z,, .. . z, given by (96), To
virtue of the reltion (7-3), the problem of finding the distribution of D' is equivalen:
to that of finding the distribution of z,. Remembering now the range of variation of /,,,
2y, 23 .o 2, W easily sce that the distribution of z, is given by

_1ct A i
const x ¢ be' o %z, i g

x f I I i t_l"‘sl.,"" cosh fe 8 £y, V{1=2,)}

1
0 2z, 2z, 2 I

dow dbn 1oy
)}

‘The order of integration meant is clearly indicated, i.e. we first integrate over 2,, then
over z, and so on, till we come to 2,.,. We now integrate over zy., and then over ¢,

To integrate over 2z, we put
2, = (l=z) sin "9, 45, . {loth)
Then (I=2) = {1-2z,) cos’y, ]
(z2,=2) = (1=2,) sin"y, } - (10012)
|
)

dz, = 2(1—2,) sin v, cos v,dv,

aa
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1t is clear that limits of y, arc from 0 to »/2.

The integral for 2, is now transformed to

s

const x I cosh {c A i, (cos v,) /(1 =2,)} dv, e 10713y
.
Using the well known relation'®
2 . /s
Iv (2) -ﬁﬁ_’(l—) [ cosh (z cos ) sinte o an o (10°14)
.
which is valid for R (v+ §)>0, for the special case vmo the integral (10°13) is seen to be

constx T, [cA ¢y, y(1-2))) (10°18)

‘The distribution (10-1) now rcduces to
const x ¢ -l“A‘xz,“"'”"

.of

]" [ ] T e e A, -2

B 4y non

dz, ds.....

* M-z

Setting now z,=(1-2z,) cos’v,+2,, the integral for z, i.c.

Az dly 402

L=,

\
const x [1, fean, v1-2) I/l:d.:_—':.) (102t
tl
now transforms to
i
(10-22)

const x I(l —z,)m sinv, I, {c A, V(I=2) sin v} dv,

We now have the relation (which is a slightly modified form of Sonine's first
integral)'’
i

Joavst (2) = #ﬁu) [ I, (zsin 8) sin**' g cost+lo do (10-23)

which is valid when both R (1) and R (v) exceed —=1. Here there is no-restriction on the
complex number z. We are however only i d in J i of pure il y
f.e. in I-functi of real Henoe bering the relation

1, (2)=i"" Ju (iz) we shall write (10-23) in the form.

s
=} . sl b1
Liownr () =2-lf(Tl) I 1, (x sin8) sin”’ scos . 8d o Q1024
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DISTRIBUTION OF STUDENTISED D'-STATISTIC
Using now the relation (10-24) for the case p=o0, v= =4, the integrat (10-22) reduces to

-4 H
const x (A, (l-z) Llcan, ViI-2)l e (10°25)

The distribution (10-2) now reduces to

~ o1 )
const x o-lt.“,z."‘"‘"" xI I I ...... I c-”"ll.,"'" NjeA s, v(t-2)}

L S

{10-3)
Setting now
2, = (I=-2z)cos'y, + 2z, we (10°31)
the integral for z, ie
l”_—")m- Life At Vil=z)}ds, e (10:32)
Viz—z) '
Z
reduces to
Tis

374 32
const x ]. (1 —2) sia wlifedt,siny J(I=2)dyv, ... (1000)
°

Using now (10-24) for the values u=4, v=—§ the integral (10-33) is scen to be eqqual o

-4 ] o
const x (e84, (1=2) L fe a4, V(t-z)) (o3
So that the distribution (10-3) becomes
const x ¢ —1¢"8" 2, D-i
~ 1 1 1} 5
[ [ ] e EN R At vO-2)
o oz 2
(cA 1) (t=2 ) dz, dzy ... ds,., diy, (10.4)

TV Ha=z) (Bt (a3

Procceding on in this way, and successively integrating out for 2,, 3,
ltimately have the distribution of 2, in the form

14t o
const x ¢~ h ¢ " peatta g

-, -3 -t/ nla
S brpean, V=gl om0 0,
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or sfter absorbing powers of ¢ into the constant in the form

_1c%r
const x Aening ~EA 2, emniy g yenla gy

~
Y.
'I ity uNenia g, A, V(-2 dEy, e (10°8)
=5

.
It now remains only to inlegrate out for 1,

For this we have to remember the relztion

IJ- () ™ PV ptgg = TR+ 49 (a/2p) ¢ (M,,., val, = 8

2prT(v+1) Iy
b {10°51)
where
= a afatl) a(a+l)(as+2) y
Frla, pz) =+ TR N YT i s prrrayyrrs (10-52)

Writing it in terms of the I function

[ @) e P r g

r 12p)” *
ST O (st ) (059

Both the formulze (10-51) and (10:53) are valid when
Rip+v>0 o (1054)
Let us now reduce the integral in (10°5), by using (10°83), for the special case when
p=2

va B2, pe=nen=b pog a=cavi-g

Since cach of the two samples is at least of size one
Rip+r)=nt+u=1>0
Hence finally the distribution of z, comes in the form

const x A-wnia,—he A’z’ll-Hlll(l el

x [ea JO=z)) om0 F,
or alier simplification and absorbing of 4 in the constant we get
const x ¢~ €A oy g yenns

x F, (1\7-1 LoaeaT=35)d, . (09
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Applying Kummer's first transfornation viz.,
Filapd=c Filp-anp -2z e (10°61)

to (10°6), we can write it in the alternutive form
const x e~ b’ A% 2, DI gy emls
s (l+bP-N fe—
x F, (T, 5 ~jer s l—z,)d:, e (107)

Fiually remembering that

1 b
2

_— d‘l=—
P, AN
1+ oD

we get the distribution of D? in the two altcrnative forms

~ON-1/1

const x g_*"ﬁA’(Dl)l’-nIl(l +§;:l‘ D* )
R

Pt ar D1

N-1 »p
x\F, (T' 3 m,)d Dt we {10°8)

and

(pia"/4 p=2 .
T+ (P a2 N D 2 (1 3o

~(N-1p /1
const x e )
Pt ar D

s (1+p=N p
(S L N+ pFD)dD . (109)

Putting A’=0, the cxponential and hypergeometric portions bacome unity in both (10-8)
ond (108), so that Loth the forms of distribution reduce as they should to the form (74).
This further shows that the constant involved in (10:8) as well as (109) is the same as that

involved in (74) viz,

r (N -1
( P 2 e (10°01)
r($)r ()
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Discossion oN R, C. Bosg aNp S. N, Roy's Parer.

r SOR FISIER %ed that he, ond Prof Hotelling and Mahalanobis had
Leen unwittingly treading the sanie ground. He was glad to avail himself of the present
opportunity to clear up this point. Messrs. R. C. Bose and S. N. Roy's paper has carried
the work a distinet siep forward,

Pror. Malataxonis pointed out the fundamental distinction between tests amd

of divergence, and ioned that jn dealing with anthropological material he

had approached the problem primarily from a quantitative point of view. The present

paper supplicd the necessary mathematical 1ool to use the D*statistic when only the sample
values of the dispersion were known,
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