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Standardization of Edge Magnitude
in Color Images

Sarit Kumar Naik and C. A. Murthy

Abstraci—Edge detection is a useful task in low-level image pro-
cessing. The efficiency of many image processing and computer vi-
sion tasks depends on the perfection of detecting meaningful edges.
To get a meaningful edge, thresholding is almost inevitable in any
edge detection algorithm. Many algorithms reported in the litera-
ture adopt ad hoc schemes for this purpose. These algorithms re-
quire the threshold values to be supplied and tuned by the user.
There are many high-level tasks in computer vision which are to
he performed without human intervention. Thus, there is a need to
develop a scheme where a single set of threshold values would give
acceptable results for many color images. In this paper, an attempt
has heen made to devise such an algorithm. Statistical variability
of partial derivatives at each pixel is used to obtain standardized
edge magnitude and is thresholded using two threshold values. The
advantage of standardization is evident from the results obtained.

Index Terms—Adaptive choice of parameters, color edge detec-
tion, edge magnitude, local standardization for thresholding, non-
maxima suppression, smoothing technigque, thresholding, thresh-
olding with hysteresis.

I. INTRODUCTION

DGE detection has been a challenging problem in low-

level image processimg. [ becomes more challenging when
color images are considered because of is multidimensional na-
ture. Color images provide more information than grayscale im-
ages, Thus, more edge information is expected from a color edge
detector than a grayscale edge detector [1T-[3]. In a grayscale
mmage, edges are detected by detecting the discontinuities in the
image surface, i.e., the discontinuities in the intensity of a se-
quence of pixels in a particular direction called gradient direc-
ton. The discontmuities in grayscale 1s easy o determme be-
cause gray values are partally ordered, but this frecdom s not
there in acolor image. The simple difference between color vec-
tors does not give the true distance between them. Sometimes, it
is difficult o detect a low intensity [2] edge between two regions
in grayscale, but in color mmage, the clarity 1 mome because,
without being much different in intensity there can be a sub-
stantial difference in hue. Almost 90% of edge information in a
color image can be found in the corresponding grayscale image.
However, the remaining 10% can still be vital in cenain com-
puter vision tasks [ 1]. Further, human perception of color picture
15 perceptually much richer than an achromatic picture [4].
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One of the earliest color edge detectors is proposed by Na-
vatia [4]. The image data is transformed to luminance ¥ and
two chrominanee components 15 and *y and Hockel™ s edge de-
tector is used o find the edge map in each individual component
independently, except for the constraint of having the same ori-
entation. Shiozaki [5] found entropy in each component using
a local entropy operator and merged the three values for color
edge detection. Machuca et al. [6] wansformed the image from
RGEB to Y1 and detected edge in the hue plane. Fan et al. [3]
proposed a method where they find edges in YUV space. Edge
magnitude is found individually and thresholded in each com-
ponent and merged. They proposed an entropy-based method 1o
automatically detect a threshold value for each component. This
method 1s simple and may be faster incomputation but produces
less accurate results [7].

A multidimensional edge detection method using differential
geomelnic approach was proposed by Didenzo [8]. He consd-
ered the mult-images as a vector field and found the wensor gra-
dient. Explicit formulas for the edge direction and magnitude
i multispectral images are derived. He also shows that the ear-
lier ways of finding edges by combining the output of difference
operators in each component does not actally cooperate with
onge another. Cumani proposed an extension of the second-di-
rectional derivative approach to color images in [9]. He found
the edge map by locating the zem crossings in image surface.
Formulas for second order partial derdvatives for finding zero
crossings in mulispectral images are derived. He defined the di-
rection of maximal-contrast by the comresponding eigenvectorof
the largest eigenvalue of the 2 2 matnix formed from the outer
product of the gradient vector in each component. Alshatti eral.
[ 10] suggested a modification of the Cumani’s approach to solve
the problem of sign ambiguities and o reduce computational
time involved in the selection of maximal directional contrast.
Later, Cumani [11] proposed an efficient algorithm to get nd
of this problem. The multidimenswonal gradient method 1s also
used by Saber e all [12] for edge hinking in image segmenti-
tion. Some of the other related works can be found in[13]- 15].

Trahanias et al. [16], [17] proposed a class of edge detectors
using vector order statistics. Three different ways of finding
edge magnitudes using dispersion of color vectors from the
median of the set of vectors in the neighborhood of a pixel are
proposed. Toivanen et al. [18] have pointed out that R-ordenng
sometmes orders two different spectm into the same scalar
value. They have proposed a different ordering method of mul-
tispectral image pixels. They further used self-organizing map
( SOM) for this purpose. A class of directional vector operators
are proposed to detect the location and orientation of edges
i color images by Scharcansk er all [19]. A comprehensive
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analysis of color edge detectors can be found in Zhu e all’s
[20] work.

Ruzon et al [21] have proposed an algorithm using compass
operator. 1L considers a dise at each pixel location. The disc 1s
divided into several pairs of opposite semi discs by rotating the
diameter over 1807 with an interval of 157, The color distribu-
tion of the pixels in each such semi disc is found afier doing
vector quantization. The distance between two semi dises gen-
erated by a single diameter 15 the distance between ther color
distributions. The distance between two distributions is found
using the Earth Mover’s Distance (EMD). The edge magnitude
at the pixel s the maximuom distance among all the distances
found between each pair of opposite semi dises created by ro-
tating the diameter.

There are some color edge detectors which are very specific
in their objectves. Those are, color invariant edges by Geuser-
broek ef al. [22] and photometric quasi-invariant color edge de-
tector [23], avoiding unnecessary edges due w specular reflec-
tion by Tsang et al [24], reflection-based color edge classifica-
tion by Gevers [25] and Gevers et al. [26].

Various types of edge detection algorithms have been dis-
cussed above. All of them have ther advantages and disad-
vantages. Some of these are pointed out here. The early ap-
proaches to color edge detectors, which are extensions of achro-
matic color edge detectors failed o extract certain crucial in-
formation conveyed by color [20]. R-ordenng in cenain cases
orders two different spectra into the same scalar value, and as
a resull, can miss some parts of edges [ 18], The edge detection
approaches which simply add the gradient magnitudes of all the
color components may fail to detect some crucial edge informa-
tion in certain cases [8]. Thus, though several color edge detec-
tion algorithms are proposed i the litemwre several open prob-
lems sull exist.

Most algorthms are concerned with finding edge magnitude
and direction. This is expected and also justified because the
quality of edge map depends on these two quantitics. However,
none of the algorithms except the work by Fan er al. [3] ad-
dressed the selection of thresholding parameters, although this
is also an integral pan in most of the algodthms. Edge detec-
tion algorithms discussed have weported good results when the
values of the parameters involved are adjusted suitably. Though
most of these algonthms produce good mesults, generally, none
of them is designed 1o give uniformly acceptable results for all
kinds of images with a fixed set of parameter values. Thus, there
is 4 need to devise a method which can give uniformly accept-
able results with a single set of parameter values. In this aticle,
this problem is addressed.

This paper 15 organized in the following way. Section 11 gives
a bref idea of the mathematical foundation of the method. In
Sectuon 1L results of the proposed method are compared with
other methods, The artcle is concluded in Section IV with con-
cluding remarks.

II. THEORETICAL FOUNDATION
This section describes the mathematical methodology of the
algorithm. The proposed method basically follows the philos-
ophy stated in [27] by Rakesh er al. and uses a different tech-
nigque for finding the initial edge magnitude and the direction.
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Rakesh er al. have found the estimated image surface vsing the
Pricstly—Chao [28] kernel smoother. The Prnestly—Chao kernel
is used because, in statistics, it is a good estimator of a function
when the independent variable is equally spaced which fits 1o the
case of images as a funcuon. Initial edge response and the direc-
tion of maximum contrast are found using the directional deriva-
tives along « and 9 axes of the estimated image surface. Then,
nonmaxima suppression [29] s pedonmed on the mmital edge re-
sponse. The standardized edge magnitudes at these pixels which
are not suppressed by nonmaxima suppression are found using
the vardability of the estimated image surface and the directional
dervatives. Inthe end, a two-level thresholding s perdommed on
the standardized edge magnitudes. In the proposed method, the
Priestly—Chao kernel smoother 15 vsed o estimated the images
surface in each component of the color image separalely, i.e.,
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Fo00, g1 isthe grey value at the (4, 7ith pixel of the original image
for the component ¢, [t s the stiffness parameter, and o and o
are the number of rows and columns of these, respectively. In the
rest of this paper, the superscript o indicates that the operation
15 done on the coresponding component (e, R or G or B) of
the 1mage.

The directional derivatives along « and 3 directions of the
estimated image surface are
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where K Lr,d) and A7y, i) are the derivatives of K r, ) and
H iy 11, respectively. The estimate of data variability of the es-
timated image f°{7. 57 is given by
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The edge magnitude A of § at a pixel [z, ) is given by the
largest eigenvalue of the 2 x 2 matdx [9], [11]
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and the direction of maximum contrast i given by the corme-
sponding eigenvector. In the above expression
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Fig. L.
edges in f4th and 66th columns and four other horzontal edges.

Having the information of edge magnitude [A) and the di-
rection of maximum contrast at each pixel, edge location can
be found precisely by using nonmaxima suppression [29]. The
problem occurs in thresholding at the time of hysteresis. The
edge magnitude found is generally not uniform for both low in-
tensity and high mtensity regions noan image. Thuos, the edge
detectors are unable to extract, simultaneously, all the edges in
an image having edges of different intensities. They cannot ex-
tract all the edges in different images with a fixed set of threshold
valves. To get those edges, threshold values have o be tuned
carefully for individual images. To overcome this problem this
artic e proposed a technigue o obtain standardized edge magni-
tudes. The standardization of edge magnitude 1s done vsing the
varability of the partial denvatives and estimated image surface.

Let us define the derdvative vectors for each component of the
smooth image [ ata pixel (e, y0 o bew® [ f7, j;;::lT, and the
statistic 5, it as

S T T

LI { L

Sl (6)

where

o, i )
o g L, o)

Z"'W FIRZ 8

i—1 j—1

o I Ti

?) 2,2 Kn K .d)

7 i 1

JE) ZZI&..LLPL[;;IEI.L RIS B

i=1 y=I

A PRETY
cal,l.:l, gl

A

L T

LN —
EEPTRSS e

i
n=(Z)
(
(

(7)

In the above expressions, ¢ takes values £, and B, 5{c, g is
the standardized edge magnitude at a pixel (2, ) The value of
5 is used as the standardized edge response and is thresholded
using two threshold values. Note that there 15 no need to estimate
& for all the pixels. 5 is estimated only for those pisxels, which
are not suppressed by nonmaxima suppression.

(I}

Two metangles images, each of size 128 3 128: (a) Two horizontal edges in 43rd and 85th rows and one vertical edge in 66th column; (h) tao vertical

Note: A simple way of standardization of edge magnitude
15 1o consider the inverse of dispersion matrices of respective
colors and add the standardizced magnitudes for each color,
which has been done above. A more genembized hnear model
may have given rise to different expressions for standardized
edge magmitudes.

Algorithm: Edge_Detect(T)

Input: 1- RGB Ilmage. Ouipui: Edge—Binary Image.

1y Let A = 1.25 (stiffness of gaussian), T, 30 (upper
threshold), and ;= & (lower threshold).
Find the directional derivatives [, .fr;r‘,
_.fl‘.‘g from 1 as descnbed in (2) and (3).

Find the initial edge magnitude (A} and direction of max-
imum contrast {eigenvector corresponding 1o A ).

For each pixel i, 53

a) apply nonmaxima suppression [27];

by if it is not suppressed, find 5 as in (6);

e)if & = f, Brdge Classld, j1 = 2 (edge pixel);

else if 5 = T Bdee Classid 7] L (edge pixel if any of
its B-neighbors 1s an edge pixel);

else lilgn Cliasl i, 7 = 0 (not an edge pixel).

Initialize an array Ldee'i, 7 ) of the size of the nput image
Lo zeTo.

For each pixel, |4, 51 if Dedze Clausid, 7]
Track dpeds, 30

This “Prack_mlge(d, 5 algorithm is the one described in [27].

t I‘lﬁ:‘ I.E: and
3)

4

3)

6) 2 perform

111.

A method has been proposed above o get standardized edge
magnitudes at each pixel location and two level thresholding 1s
performed on the standardized edge magnitudes to oblain the
final edge map. This has been implemented on many artificially
created images as well as natural color images. Four artificial
mmages among these ae two images shown in Fig. 1, vertical
bars in Fig. 2(a) and circles in Fig. 3(a). The vertical bars image
is constructed by varying the intensity along the rows with fixed
values of satration and hue so that the edge profile is only
due 1o the imensity. As the gray values in this image ame pe-
riodic with the period of ten pixels, the edge profile of only
the first twenty pixels of a row are shown in Fig. 2(b). A total
of 200 images from the “Berkeley Segmentation Dataset and

RESULTS aAND COMPARISONS
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Fig. 2.
Fig. 2(a).
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Fig. 3. Results on circles image. (o) Original circles image. (b) Edge map obtained using proposed method with the fined set of pammeter valves. (c) Edge map

in Fig. 3h) is super imposed on the original image.

Benchmark™(BSDB ) and six other images are considered o
observe the performance of the proposed method. Out of these
206 images, 20 images are considered to obtain the threshold
values for the proposed method. Three among the 20 images are
used for threshold analysis, namely Lena [Fig. 4(a)], window
[Fig. 4(b)] and balloon [Fig. 4(c)], are included here. Two dif-
ferent methods, one proposed by Cumani? [9] and second pro-
posed by Ruzon? er al [21], [30], have been considered for

COMPATTS O,

A Standardization of Edge Magnitude by Proposed Method

Froposed method obtains the standardized edge magnitude
al the maxima of the initial edge response of the image. The
varability of the directional derivatives of the estimated image

IBSDB is available at http:iaanacs berkeley edw/projects! vision/groupi ng!
seghench/

Code available at hitp: woarw jen. itb-cumanif

*Code available at hitp:dirobotics stanford edw' ~mzon/compass!

14

Original vertical bars image and its edge pmofile. (a) Original vertical bars image. (h) Onginal edge profile of the it 20 pixels of o row of the image in

el

surface is used to oblain the standardized edge mapgnitudes.
To werify it in reality, the edge magnitudes of 42nd row of
Fig. 1{a) and 64th column of Fig. 1ib) before and afier the
standardization are plotted in Fg. 5. From the plots of edge
magnitudes m Fig. 5, 1t can be seen that the edge magnitudes
are enhanced after standardization but the rate of enhancement
is not uniform in both the cases. It can also be observed that
the edge magnitudes before the standardization is in the range
from 0 to 12 in one image and it is between O to 4 in the other
image, whereas after standardization the edge magnitudes are
enhanced and the corresponding values are in the range of
to 1400 for both the images. This shows that the procedure
suggested here standardizes the edge magmiudes. This helps o
obtain a stable set of parameter values for oblaining uniform
acceplable results for a wide variety of images. If we observe
the edge profile of Fig. 1(b) before standardization (shown in
the right side column of Fig. 5), the edge magnitudes between
the two peaks are more than the edge magnitudes Lo the left of
the left side peak and right of the right side peak. Actually, these
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Fig. 4. Original Natural Images. (2) Lena image (256 » 256). (h) Window image (256 = 256). (c) Balloon image (330 x 373
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Fig. 5. Plots shown in the left column is the edge magnitwdes plots come-
sponding to the horizontal edge at 42nd row of Fig. 1) and plots shown in the
right column is the edge magnitudes plots coresponding to the vertical edge at
the fth column of Fig. I(h). The top and bottom rows of this figure show the
edge mugnitudes before and after the standandization, respectively.

edge magnitudes are due 1o the edge corresponding 1o the two
ereen rectangles in the middle row of Fig. 1(b). However, after
standardization the middle edge magnitudes are less than both
the right and left sides. This is happening because the varation
of the color values in this region is more compared to the other
LW Tegions.

B. Analvsis of Parameters for the Proposed Method

The judgement of good performance on the obtained results
is a matter of concem because there is no appropriate method to
judge the guality with 100% confidence. Pratt’s figure of merit
(FOM), which is used for comparing two edge deteciors, needs
the knowledge of the ground truth of the edge map. 1t is a quan-
titative evaluation procedure. Due to the difficulty of oblaining

the ground truth of the edge map for natural images, quantita-
tive method of judgement is ruled out and a qualitative method
of judgement by visual evaluation is adopled.

1) Criteria of Selection for a Set of Parameter Values: The
criteria of selection of a set of parameter values for a given
image is that the resultant edge map should satisfy the following:

+ it should contain most of the prominent edges;

+ il should not contain too many spurious edges;

+ it should be visibly pleasing.

The selection of edge maps is based on a process of elimi-
nation among a set of edge maps obtained using different pa-
rameter values. The elimination of an edge map has been done
visually.

2) Sefection of Parameter Values: The proposed method
takes L the stiffness of gaussian, and two threshold values T;
and ¥, as input parameters. 7 and 7, are the lower and upper
threshold values respectively. To find a set of parameter values,
several edge maps are generated for each image by varying the
parameter & between 0.8 and 2 with an increment of .03, f}
between 0 and 10 with an increment of 1 and T, between 5 o
50 with an increment of 1 subject to the condition that T, is
always greater than T;.

There are several ways o obtain a fixed set of parameter
values. A simple way is o examine the edge maps for a set of
images and take that set of values which is producing acceptable
edge maps for all the images in the set. When such an experi-
ment is perfformed on the 20 considered images for threshold se-
lection, the proposed method produced acceptable results with
b= 12T = 0, and 1y = 3L

3) Some of the Results Using Propased Method: From the
results on circles image [Fig. 3(c)], it can be seen that the pro-
posed method has detected the boundaries of the dises in proper
places in all the directions. In the vertical bars image, ideally,
there should be only two edge locations one at the fourth pixel
and another at the tenth pixel [Fig. 2(b)], and there should not
be any edge between sixth and tenth pixels becaose the tansi-
tion of intensity between these pixels is very smooth compared
to the transition in intensily between the fourth and fifth pixels
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Fig. 6. Results on Lena image. (1) Proposed method
(R — 1.5, T — LT, heph — (LA

Fig. 7. Results on window image. {a) Proposed method (2 = 1,23, T, = 5, T, = M1 (b) Cumani ‘s method (e = 1.5, T = 13).{c) Ruzon er al"s method
(R — Lo Tower — LT, hegh — (L3
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Fig. 8. Results on balloon image. {a) Proposed method (h — 1,25, T2 — 3, T, — 30.(b) Cumani's method {x — 1.5, T — 13} {c) Ruzon er al’s method
(R = 13 Tow = A1, high = 0,30,

and the tenth and eleventh pixels. The proposed method has Lena, window, and balloon images using the proposed method
found the edges at these two locations [Fig. 90a)]. Results on the  are shown in Figs, 6(a), 7ia), and 8(a), respectively.
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Fig. 9. Hesults on vertical bars image. (1) Proposed method (% — 1,20, 1, —
Soand T = 300 (b)) Buzon er al's method (57 = 1.5, 0 < Tow < Nigh,
O el < 1.

C. Analvsis of Parameters for Ruzon et al.’s Method

Ruzon et al.”s method takes stffness of gaussian H, and two
threshold values fow and high as input parameters. For judging
the performance of the algonthm, several edge maps are gener-
ated by varying ¢ between 0.8 10 3 with an increment of 0.1, fow
between 000 o 0060 with an increment of 0001 and high between
0.1 o 0.60 with an mncrement of 0.1 subject to the condition that
Fgh = Lo, Results on the circles image over a wide range of
parameter values are found o be appropnate; thus, no figure 1s
included bere. When the vertical bars image [Fig. 20a)] 1s con-
sidered, one extm edge 15 detected [Fig, 9a)| between the fifth
and the tenth pixels in reference 1o Figo 20b) for the parameter
values b La, 0= len = Rl and O <0 high = 06
Ideally, there should not be any edge between these two pixels
because the transition of intensity between these two pixels 1s
very smooth, which can be seen from Fig. 2(b). The comrect edge
map 15 obtaned with figh = (46 or above with & = |5 and
U = fowe <0 Righe. However, results on balloon and window im-
ages with the same parameter values & = 1.5 few = 0.1, and
figh = 045 are found to be unsatisfactory, since many promi-
nent edges are mussing (Figs, 10 and 115 It s also found that,
when figh > G, some more edzes are missing in window
and balloon images. The results have not been shown here due
to lake of space. It is apparent from these observations that no
fixed set of parameter values exists for Ruzon ef al.’s method
that provide acceptable results in all cases.

Smilar o the proposed method, a fixed set of parameter
il and high 0.3, is oblained using
visual evalvation of edge maps. Although this may lead w a
shight reduction i the guality of results, the tediows task of
parameter tuning 15 avolded here.

valves, &t 1.5, low

D, Analysis of Parameters for Cumani’s Method

Cumani’s method takes stffness of gawssian ¢ oand a
threshold value ¥ as input parameters. For this method, the
edge maps with (08 <0 7 < 4 with an increment of (.1 and
0= T < 3 with an increment of 1 are observed 1o select
the edge maps. Results on the artificial images over a wide
range of parmmeter values using Cumant’s method are found
to be appropriate. Thus, no edge map vsing this method on
artificial images is included here. However, resulis on many
real hfe mages by Cumani”s method are either noisy or missing
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Fig.

Fig. Hbi(f — 1.5, fowee — 11, and feegfe — L4,

Il. Result using Ruzon ef s method on window image shown in

mmportant edges. This can be seen from the results on Lena
mmage [Fig. 6(b)]. There are many spunous edges present and
at the same bme many edges are disconnected. In particular,
the upper boundary of the hat 15 disconnected. To get these
edges connected, f has o be decreased. With the decrease
in the value of T, more spurious edges will be introduced.
When the threshold value 15 increased, many important edges
would be lost. These results are not shown here due o lake of
space. similar phenomenon 15 found with the window image
[Fig. 7(b)] and balloon image [Fig. 8(bi].

IV, CONCLUSION, DISCUSSION, AND FUTURE WORKS

The proposed method, along with the other two methods,
have been compared on several images. IUis found that the pro-
posed method consisently produces acceptable results for all
the mmages. It is difficult to get a single fixed set of param-
eter values which would give a visibly pleasing edge maps con-
taining most of the prominent edges i the case of Ruzon ef al.
and Cumani’s methods.

In the proposed method, the two fixed threshold values 7y, = 3
and 4, 30 have been used for detecting edges on more than
200 natural and artificial images. It is evident from the obtained
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results that the algorithm is producing results containing most of
the important edges for all the images with these two threshold
values. An intuitive reason for producing acceptable results is
that it increases the edge response of all the detected edge pixels
but not necessarily uniformly. This can be observed from two
artificial images shown in Fig. | and from their edge profiles
shown in Fig. 5.

In terms of computational complexity the proposed
method is slower than Cumani’s method but much faster
than Ruzon et al’s method.

The main advantage of the proposed method is that the pa-
ramelers do not need fine tuning for getling acceptable results
for an image. Thus, it may be handy for any compuler vision
task where extraction of edge maps is required for a large set of
images. In the proposed method, basically, a linear model with
fixed effects is assumed. The perdformance of the edge detector
may possibly be better if a generalized method is assumed con-
sidering the correlations between channels, though the statistical
analysis may be comphcated. A comprehensive evaluation, like
that of Heath et al. [31], is needed for color edge detectors.
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