AN ADMISSIBLE ESTIMATE FOR ANY SAMPLING DESIGN
By V. P. GODAMBE*
Indian Statistical Institute, Calculla
SUMMARY. In the cless of all unbisssed sstimates, admissibility of & well-known astimsta’ia
established.
1. INTRODUOTION

The author (1955) defined the general ssmpling design, and the corresponding

class of linear unbiassed estimates, for finite Eopula.bionx, a8 follows: Let
LawA wo N v (L)

m

denote the different individuals in the population, the corresp g variate values
being

X, .0 Xy ooy Xy v (L2)
The problem ia to estimate

¥
T=23X, o (L3)

by observing X values of a few individuals A, from (1.1). Any sequence
a=/\1,...,/\n' o (14)

of (not necessarily distinet) individuals from (1.1) is called & ‘sample’ and be denoted
by S. Further, let-

§={g .o (LB)
be an arbitrary ‘finite’ set of sequences s in (1.4), For every 4eS we define a
non-negative number P, > 0, such that

P =1 v (L
18 (l 6)

Now if we put

P={P)} a8 o (1)
a ‘sampling design’ 4 is defined as

d=(8, P). o (1.8)
It is easy to see that if D denotes the class of ell sampling designs  in (1.8), then all
the kmown ‘sample survey designs’ must belong to D. -In faot, for every deD it is
possible to copstruct & sampling mechanism of drawing individuals from (1.1), ‘one
after another' (Hanumantha Rao, 1060).
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For any given sample s¢8, we define & linear sstimate ¢, aa
e, =L B, . X%, o (19)
pY ] N

where the summation is taken over all the ‘distinot’ individuals A in s. It is again
clear that all the known linear estimates must be particular cases of ¢, in (1.9). Now,
for unbiassedness of e,,

Ble)=T e (L10)

for all 7" in (1.3). A neceesary and sufficient condition for e, in (1.8) to be unbiassed,
in a sampling design 4, is

%ﬂ.x.P,= 1, A=1,..,N} v (LID)
[}

where &:7, stands ‘for all 8 which include A’. Further if e, is unbiassed, its variance
is given by,

N " .
V(e.)=x§lX§1§ A Pt I XXy B faBwP—T". .. (L12)

2. AN ADMISSIBLE ESTIMATE

The probability of any particular individual A being included in the sample is
given by

21x P,=P(}) e {20)

for A=1,...,,N. Following Hijek, we call
& = L X,[P(}) . (2.2)

pY’

& simple linear estimate (Hajek, 1858). It is easy to cheok from (I.11) that ¢, is
unbisssed. We call an unbiassed estimate e, ‘admisaible’ if for any other unbisssed
estimate ¢,

V(e,) < V(e o (2.3)

for gome value of X = (X,, ..., X,, ... Xy) in (1:2). Tt is proved below that in this
sense the simple linear estimate ¢, in (2.2) is admissible.

Let a=3 Xk . (24)
be an unbisssed estimate. If ¢, is different from &, in (2.2) it follows that_
B # 1/P(A) e (2.5)
for some A and ¢, A es. To be specifio, let us suppose for A, ¢ &,
Brne # UP(Aq). . (28)
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Now if X», = 1 and X\ = 0 for A 3 A, in (1.12), we have

V)= F(‘l,\j) —1, . @7
and V)= E 1P, . (28)

from (1.12). From (2.7), (2.8) and (1.11) we have,
]

. S -1
V)=V = 5 (o, P(/\o)) ) . (29)
The r.h.s. of (2.9) is8 > 0 because of (2.8). Hence ¢, in (2.2) is admissible,*

3. ILLUSTRATIONS
First consider the sampling mechanism of making a fixed number, say n,
of draws, with replacement and with equal probabilities. Then for the resulting
sampling design we have from (2.1),

s
=1—{1— =
PA)=1 ( N) . . (3)
The simple linear estimate (2.2) in this case is given by
; Ly
a=I X (1 N) . . (3.2)
Letting »(s) = number of distinot individuals in s, we get anoth biassed eatimat:
e, =N I X,/v(s). .. (33)
e

It follows from the admissibility of &, in (3.2) that
V(&) < V() .. (34)
for some value of X = (X, ..., X,, ..., Xy) in (1.2).

It haa been proved (Basu, 1958) that the estimate e, in (3.3) has uniformly
smaller variance than the conventional arithmetic mean. However, (3.4) proves
that e, cannot be a beat unbiassed estimate. In faot, it hes been demonstrated
(Godambe, 1055) that in the whole class of linear unbiassed estimates of the population
total, & uniformly minimum variance estimate does not exist.

Next, consider sampling with_replacement and with equal probabilities, until

Vdigtinot individuals are sampled, where v is given in advance. In this case
PA)=v/N, A=1,..,N, . (3.5)
te the ber of distinet- individuals

since, for the general sampling design, if v(s) d
in the sample s,

Boto)) = £ PO, . (3.8)

* By an indepondent argument, carlier the author (Godambe, 1885) specified the olass of prior
distributions, with roapaot to whioh, 6, ia the Bayos solution.
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It follows from (2.2) and (3.5) that an admissible estimate in the present oase is
=N Z X,/v. . (37

Ner

4. AN ADMISSIBLE ESTIMATE WHIOH MINIMISES MAXIMUM VARIANOE
From (1.12) and (2.2) we have,

PN
Vie) = 2 5.4} P(/\) +2 XX "'P(/\)P(/\‘ ™. o (&Y)
If we assume that X = (X,, ..., X,,.... X)) in (1.2) is such that
X, 20, A=1,... N e (4.2)
we have (since P(A, A')/P(A) < 1)

X, 1
VE) €T $ P(i) - T’.(m —1), (4.3)
where P(Ay) = minimum of {P(1),..., P(A), ..., P(N)}. e (14)

Thus, for any sampling design, (4.3) gives an upper bound for V(5), for all X.s
satisfying (4.2). Moreover, for any given T, this upper bound is actually attained
when XX" =T and X) =0, A # Ay, in which case

VE) =T (4.5)

1

2 1],

( P(Ay) )
Now, the maximum variance in (4.5) is minimised for a sampling design for which
P(Ay) in (4.4) is maximum, If we restriot ourselves to the sampling designs for which
the expected number, E(v(s)), of distinct individuals in a sample s, is fixed, tho design
for which P(Ay,) is maximum, or (4.6) is minimum, is immediately suggested from the
fact that.

Eoto) = £ Py . (48)

whatever the sampling design may be. Thus, for the sampling design obtained by
drawing & fixed number, E(»(s)) = = (say) of individuals with equal probabilities,
and without replacement, P(Ay) in (4.4) is maximised, and then the maximum
variance in (4.5) is minimised by

=N I Xy/n. e (4T

Aes
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