SIMPLE APPROXIMATIONS TO THE PROBABILITY INTEGRAL
AND P(x% 1) WHEN BOTH ARE SMALL

By J. B. S. HALDANE
Indian Siatistical Institute

The most frequently used test of significance involves either the “tail” of the
probability integral, or what is equivalent, the probability of x2 with one degree of
freedom. I believe, moreover, that it is more officient, whon using tests of significance,
to think in terms of —log @ (in the Pearson-Hartley 1954) notation, rather than Q.
If —log @ < 1.3 we do not usually regard a deviation ag significant. If —log @ > 3 we
regard it as highly significant. Good (1950) has given an approximation to —log @,
for a reduced normal variate, namely

—10logQ = 2;.::2+4+1010gwa:. e ()

which is adequate for most purposes. My own is somowhat more accurate. It is well
known that for a reduced normal distribution

Q=T (2mer)ide

= (2m)~de~ eyl — -2 1. 3.0~ — 13,5484 1.3.5. 70 -8 —),
the series being of course an asymptotic expansion which is of little value for com-
putation till x > 4. Hence
Q = (Zm)y e~ v(a 42— 3224 16w — 1 242-0 4 1224294 .. )
InQ = —§x2—in(@?+2)—3in 27— JIn(l — 344 220-8— 168224 1560210 —)

= —Ja?—}In(a?4-2) — $In2m 4 Y32 — 22579 4 3*‘;’_8 —1826z-10)
1.5222 2 , 5
—log,@ = — ~ 41 log 1y(z2+2)+0.399 nearly. o (2)

T use the zxpproxi|n:Ltion3’—(_:4 = 134286 for log,o ¢ = .434294. Good’s appro-

ximation is equivalent to 43. Tho following table shows the accuracy of (2).

E 2 2.5 3 3.5
—log @ from (2) 1.057 2,214 2.874 3.636
—log Q (corroot) 1.643 2.207 2.870 3.633

1t is clear that for values of 2 exceeding 2 the approximation is quite satis-:
factory, and there is no objection to using .40 instoad of .399. Curiously enough the
expression
Dl
%H log(x3 42— 32-2) +.399
does not give any groater accuracy in the neighbourhood of 2. When © = 2, it gives
—log @ = 1.628, whose error happens to bo the samo as that of (2).
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For »3 we have
Q1) = #g+§logln(x‘+2)+.098 nearly. . (3)

We may use 0.1 for .098 with little disadvantage. Clearly the error is the same
ag that of (2).

A more interesting, but probably less useful, approximation to the asymptotic
expansion is obtained as follows.
1—2z-34-82~4— 1628+ 10628 — 9452104 10395212 — 135136214
= 1—(2943)'— 6291 — 13234 1442~ — 16022~ 4-22401z~8—)
= 1—(2%43)~1—6(284- 1324 + 2628 + 146)~1 — 1272024+ ...,

Unfortunately the next polynomial, if the process is repeated, does not have integral
ooefficients. However the expression

T (2met)-idt = (2m)-te-1m2-1[1 — (234 3)1— B(z+ 1324+ 252 4 145)1 4+ O(z~14)]
3 o (&)

is more accurate than (2) for z > 2. When z = 2 it gives—log @ = 1.6411, or
Q = .022826, the correct value being .022750. For values of z exceeding 3 it is very
accurate, end might perhaps have been used instead of the continued fraction which
Sheppard (1939) actually employed. Its greatest interest is perhaps that it can be
employed for the approximate su tion of a ber of asymptotic expansions,
such as that for the “tail” of the exponential integral. The general expression is

" L—ht=1 b4 1)t —R{h4- 1) (A 2424 ...
= l—h(¢+h+1)"—h(h+1)["’+(3h+5)t'+(h+2)(37‘+1)l+(h+2)(h’+7)]“+0(l'7)(-5)

On putting A = }, ¢ = §9, we readily find (4).

There are sound theoretical grounds for using log ( ) as & measure of the

e
1-@
credibility of a hypothesis, It is however hard to find a simple approximation to this
quantity. I suggest that @ might be expressed in C.W. Allen’s (1955) expression dez,
(ndez = 10”). Q! might be called the improbability. Thus if on a given hypothesis
P(x*) were .02 for a particular sample, we might say that on the basis of this sample
the improbability of the hypothesis was 1.7 dex.
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