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INTRODUCTION

When the parent population is of known' form but involves unknown parameters,
cases arise where sampling distribulions of certain statistics calculated from a random
sample involves only one of the unknown parameters.  Here it is possible to lay down
in terms of the observations, and at any level, the confidence interval for the tiknowa
population parameter which we often scek to estimate. This idea originated with
R. A. Fisher' snd is also otherwise expressed as ‘fiducial inference’, ‘interval estimate’,

ete. Recently W. R. Thompson* and S, R. Savur® have independently oblained the
Confidence Intereal for the Median withont reference to the form of the population. This
is important work in view of (he fact that in smal! samples it is not easy ta test whether
the assumption of normality holds good. There is perhaps only one other instance where
the Confidence Interval of a population parameter (mean) has been determined (that too
only approximatelv) without reference to popnlation form. This is got from Andersan's
inversion of Techehyehefl's incquality and depends on the sample estimates of the mean
and standard deviation®. The Confidence Interval for the Median invelves little ealenlations
and possesses clegant properties, viz., non-dependence on population form, determinate-
-ness and extreme simplicity.

When the population form i« known it may be possible to work out the sampling
distribution of the median in random samples from that population. The determination
of the Confidence Interval of the Median. in this case is very difficult especially when
parameters other than the median of the population enters into the distribution function.
Tn faet the exact distribution of the median has been worked out only for the reetangular
and ial populations.” Tor populati for which the Median is an efficient
slatistic in estimating the centre of location, n confidence range for the latter worked ont
siraight from the sampling distribution of the Mecdian statistic, can be expected to be
smatler than the one obtained by Thompson and Savur.  Apart from theories of Fstimation
and of Testing of Hypotheses, which have heen developed only for samples coming from
populations of known form, the Confidence Range of the Mcdian discussed in the papers
of Thompson and Savur has as its greatest merit the depend on the populati
form and hence the freedom for the statistician from assuming a form for the population
which cannot e reasonably justified.

There is a small discrepancy in the results obtained by Thompson and Savur. There
is variation also in methad of approach and in scope of the tests of significance of two
samples nsing the median statistic, proposed by the two authors. The Table prepared
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in this paper confines itsell to the Confidence Intervals for the Mcdian ns oblained by
Thompson. The opportuuily is taken to compare the points of vizw of both authors,

TizoMrsoN's ReEsULTS

Thompson has sct himself the problem of getting Confidence Intervals for the Median
in random <amples [2.] of n from a continuons population snch that r.is not equal to x,
Thonipson’s method may be summarised as follows :—

Let f{x) be the unknown population form such that f(x) is conlinuons and remains
positive in the range #<x<b and £, A(z)dz = 1 and f{x) =0 outside the range a <x<b.
If p be defined as

p=1" flx) dx
p is known as the probahility integral of x and it is known that the distribution of p is
according to the reclangular law, ¢(p)=1, in the range 0<p< 1.

In a random sample of n observations x,, xy,.
ing order of magnitude the probubility that the
xtdxis

(f5Ax) A=t fx)de. (8 fWdaY = = p*Vdp s - ppt
The expression on the right hand side is the probability that the probability integral of
the k-th individual lies between p and p+dp.

It pu is the probability integral of xx
Plr<n)=Pp<p)=f,' p=* (1=p)y=*dp=~1,., (n-k+ 1 F)
where T, (b, q) is the function tabulated in the Yncomplete Beta Funtion Talles.

1f M be the median of the population the probability integral corresponding to it by
definition is .

Therefore,
P(M<x)=P(%<p)=To (n-k+1, k)
It can also be scen that
P(M<Lx)= P(M>zorsi)
Hence Plrn S M<Texy)=1-2Toy (n=k+ 1, k)
Tt can casily be demonstrated that the integral
Lt l=prtdp
is enuivalent to the sum of the first k terms of the expansion of the hinomial {q+ p)*. This
can be sceu directly in our problem because P {p<p) is the sum of the probabilitics that
exaclly o, 1, 2, . . . k=1 obscrvations have probability integral less than p.
Tle expression
PnkM<xun)=t=2T o (n=k+4, k)
tells us that we can be confident that the unknown population median will Yic in the range

Between the k-th and (n=k+ 1)-th observations in 100 [1=2 1y, (r—k+1, k)] per cent of
cases.
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The Confidence Interval of any pereentile can be oMained by this method ; only it
is not symmetrically placed with respect to the observations.  Thus if Q is the lower
quartile

P(QLN) =P (J4<m)~To.ys (n=k+1, k)
If an integer | can be found such that
P(Q<n)=P(Q>1)
then it follows that
Pn<Q<r)=1-2 1oy (n=k+ 1, k)

which gives a Confidence Interval for the lower suartile Q.

Savur's Resurrs
Savur approaches the problem straight, by stating that the chance that in a randon
sample of » values there are not more than k values below M is

Pu f— (L4081 40C2+ o 4 1CK) = Lo (= k, ko #1)

This according to Thompson will be the chance that M is less than xye . Savur views
it as the chance that M is less thao or cqual to xy. Savur must paturally be assul
that there is a finite probability for an individual observation to coincide with M, This
is truc only for discontinuous populalions.

Abo it is clear, on a litde reflection, that the confidence interval for the Median of
discontinuous populations cannot be solved without refercuce to the form of the popula-
tion, For di i poy! s the scparate probabilities of an individual observation
becoming less thag, equul to, or greater than the median depend ou the form of the popu-
lation aud on the paramcters involved, It is not possible therefore to get the Confidence
range for the Median of a discontinuous population as easily or in the same form os that
for contivuous distributions.

Tantg or CONFIDENCE INTERVAL

Accepting therefore the resulls of Thompson and confining our attention to continuous
populations as he has doue, a Tuble of Confidence Intervals for the Median can Le easily
prepared, with the help of the Incomplete Beta Function Tables, for all values of n which
these Tables permit. Usually the Confidence Coeflicient is fixed at 0'gs or 0'99. This
amounts to finding k such that given n

oy (n=k+1, k) =0'025 or 0°005.
I our problem since & can have only integral values it is not possible to fix the Confidence

Coufficient exactly at 095 or 0'99 for all values of n, The best we can do is to choose
sich values for & which brings the Coufidence Cocflicicut,

1=2 Joaln=k+1. k)

vearest to (and greater than) the conventional values 0'95 or 0'99.  Thus for a sample
consisting of 30 observations, we can say, with a confidence coeflicient of 95°72 per cent.,
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that the population medion will be between the 1oth and 218t ranked olservations, and
can say, with a confidence couflicicut of 99’48 per cent., that the population median
will be between the Sth and 23rd ranked obscrvations.

It is obvious from Table I that, following this rule, for samples of size less than 6
and of size less than 8 no definite confidence interval can be obtained for cocflicients in
the neighbourhood of 0'gs and 0'99 rexpectively.  This limitation way well be noted.
Also for some of the smaller values of n, included in the Table, the Confidence Interval
remains the same whether the Confidence Cocflicient is 0'go or 095, The interval is
therefore very inelastic for small values of n,

For still larger values of n than have been included in Table I, an approximate method
of caleulating the value of & is available, as pointed out by Savur. Yor large values of n,
the binomial (13 + )" will tend to a normal distribution with meas af2 and standard
deviation v/ n/2. Corresponding to the partial sum Jou {1~k + 1K) of the binomial we
will then have the tail area § (£-%) of the normal curve beyond x, the relalive deviate,
given by
WA=k _n-gk
(Vnl2)  /n

as given in Table II of Pcarson’s Tables for Statisticians and Biometticians, Part I,

=

For a given confidence cocfficicnt «=0'gs or 0'g9 the corresponding value of x can
be read from this Table, and the values of k readily obtained from the relation

n-ryn
ko= YN
£
The integer nearest to the value of this expression should be chosen for the value of k.

This means that corresponding to the value of & finally d« will be icall
adjusted to slightly different values in the neighbourbood of the eriginal value of <.

Thus for o sample of 400 observations, n=4oo, ond at the g5 percent Confidence
Coufficient x=196. Thercfore k=(300-1'96%20)/2=180-4. The medion of the popula-
tion lies in the range between the 1Soth and 221st observations, but with a confidence co-
efficient slightly above 95 percent.

As an ill ion, of the cl of this spproxi method to the actual values
obtained in Table I, let us get the confidence interval for, say, n=64. lere
k=(64—1-96%8)f2=24"16. Therefore the median of the population lies in the range
between the 24th and gtst observations, will a confidence cocflicient slightly above 95%.
We have given in Table 1, the same confidence interval, but the exact value of the con-
fideuce cocflicient is 96'72 per cent. The approximate methed can therefore be relied ou
to give reasonably accurate results with even moderately large values of n,

TrsT OP SIGNIFICANCE OF TwoO SaMPLES

‘There is a fund 1 difl in the tests d by Th and Savur
to judge whether two given samples belong to populations with different medians.
‘Thompson’s approach is as follows:—

Let x,, xyyeennn. x, and 2/, 2. x’.» be the two samples and lot ko denote (he

number of values of the first sample that is less than &', m=1, 2, . . . . 0",
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If M ond M’ denote the medians in the population of the two samples, Thempson
then proves the inequality :—

£ (cCo) fur (nmkak 1, 2) <2 PICIVISE (o) Ly = K, bt 1)
mtl) @l

This according to Thompson provides the best upper and lower bounds for P(M<A!').
\We can make rigorous tests of siguificance at a dcfinite probability level of (say) o'gs
or 0'99 by ngreeing to accept that M oud 3 are dilerent if P(M <BI') exceeds 0-95 or 0'g9.

The hypothesis tested here is just the opposite of what is usually dose. According
to the usual method the pull hypothesis is whetber the two wmedians are equal and the
probability of gelting a pair of samples a3 or more divergeut than the observed pair is
to be obtained. The two samples are declared siguificautly differcot if this probability is
less than 005 or o'or. ‘Thompsou has nut cousidered the possibility of getting a precise
test of such a null hypothesis.

Savur proceeds to test the significance of two samples by arbitrarily laying down the
rule: *“The medians of two samples are significantly different from cach other if the
intervals (on our limit for random chauce)® for the correspouding M's do mot have a
commeon part, II the higher end of one of the intervals be the sawe as the lower end of the
otlier the corresponding M's can be considered to be just significantly different from each
other” (p. 569 of (4)).

Evidently some confusion has entered in Savur's rule, by mixing up the problem
of estimation and the problem of tests of signilicauce. Savur does not state, with his rule,
ou what probability level the test of siguificance is made. Tbere is however evidence that
Le is believing that when this rule is adupted the test of significauce is Leing made
at the same *'s per cent limit for random chauvce’ as used in finding the intervals.

This point can be made clear by comparing Thompson's and Savur's tests. Suppose
we are given two samples of 6 eack. It can be scen from Table 1 that the g per cent.
confidence intervals of the median in this case extends from the swmallest to the largest
observation, Suppose that the ranges of the two samples do not overlap. According to
Savur’s criterion this gives a significant result.  To apply Thompsou's crilerion we see
that &, =k,=..... =6 and the limits of P(3 <3f') are given by

(1-27*)? = 0'9690 < P(A K M)

The Confidence Intervals for M and M’ used for Savur's test strictly correspond to
a confidence cocflicicnt of (1=23"%). According to Thompson's test we can declare
significance at the level 1=22"+(2%)" In general for two samples of equal size n
(say) if confidence intervals of the median are obtaiued for the cocfficicnt 1~122"%,
in which case the interval coincides with the range of the sample, Savur’s test amounts
10 tesling at a level equal to {1~2"")*. For other values of the confidence coeflicient
it is not easy to find the relation between the confidence coefficient and the level of signi-
ficunce for testing two samples by Savur’s method. It can be seen however that Savur's
test is more stringent than Thompson's test though an exact measure of the stringency

® Savur's 5 per cent limit for rondom chance Is to 090 as he is
leaving out 5 per cent at each tail, He is not justified to compare his medion tests on § per cent
limit for random chance with Visher's test when for the lutter the usuol § per cent level amouuts jn
Savur's terminology to 2-S per cent limit for rondom chauce.
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TARE 1. TABLE 07 COMPIDANGE INTI XUAL FOR TIIK MUDIAN JN ¥AMILLS FXOS ANV CONTINVOUS PO LATInY

Confdence cocflivient = Pla<M<aaagy )2t =2lyatn=k+1, k)
Sample Ssmple
Nize size
2008 Zoup
" »n n=k+1 [lostn—k+1,k) k n=k+1 |[los(n=k+1. k) n
6 1 [ RIE [
7 1 7 oo 1
8 i 8 oty 1 B ‘0039 8
9 2 L] ‘0us 1 ° ‘oo 'Y
0 2 2 ‘o107 1 1w ‘o010 0
1 2 10 0030 1 1 *00U3 n
2 3 10 1 *ouy2 12
13 3 1 2 32 ‘0017 1
1 3 17 2 1 ‘o0 T
18 4 12 ] 13 "ousT 15
16 4 13 ) 1" ‘on1 16
17 5 1 [ 13 ‘0012 1
18 5 u 4 13 “ous 18
1 3 18 4 18 ooz 19
w G 13 + 17 ‘0013 0
21 [ 16 ‘0133 s 17 *0036 21
o [ 1 U 5 13 o2 n
23 7 1 0173 s 19 0013 23
2 7 18 o1y & 1 “owi3 21
2 8 18 ehe 6 0 W 23
26 8 19 7 0017 %
o 8 0 1 0030 27
b [ kY 7 0u10 28
E) 9 2 8 0031 9
30 10 i 8 s 0
31 10 n 0147 [ 2 0017 L
32 0 23 0100 0 2 0038 52
» " n 0175 0 23 0023 13
3 1 3 ‘0 10 23 0083 3
3 12 3 ‘003 0 2% 0030 Y
a6 2 25 014 10 *0020 3%
37 13 28 (Y] n bl *0048 ar
k3 13 6 0163 n el 0023 83
39 13 ko ‘0119 12 . 0017 b
0 M Pl olr 12 29 2 0
st 14 28 0138 2 n g0y ]
e 13 28 oY 13 30 ‘0010 a2
o 15 20 o154 i) 81 ‘ouz? )
o“ 15 79 21y 1" 0] 0018 4
45 16 s "0178 n 2 0033 3
L 16 0129 " 33 <%
47 ” 11200 13 53 47
“a 1”7 0147 13 3 S
49 18 orre 1% 31 4
£ 18 0164 16 EY 50
sl 19 o204 16 3 31
5 19 ‘0182 1" 3% 2
a3 19 0135 17 87 5
£ n 0201 18 87 88
33 20 ‘0130 18 EY 35
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in the former case is totally lacking. In view of the simplicity of operatina of Savur's
test it is to he commended in all cases except where his test may declare insignificant a
result which may turn out significant according to Thompson's test.

Tik PROILEM OF 7 SAMPLES
Thompson does not put forward any single test whereby diflerences among the
medians of v (>2) samples can be detected, corresponding to the analysis of variance for
testing the 7 mcans. Savur’s rale quoted above for the cose of two samples svems to be
meant to cover the general case as well. But in view of what I have remarked in the previons
section, Savur’s rule will get more and more stringent, at the same time, not providing
an exact measure of this stringency as r increascs,

TaoLy |.—(Continuved)

Confidence coellicient = P(n<M<ru.ug)=1-2log(n—k+1, k)
Sample Sample
size size
2008 2000

» k n=k+1 |log(n—k+1, k) k n=k+1 [loatn=k+1, k) n
5% 21 35 18 80 0073 £
57 kil 87 19 30 0034 51
33 22 57 19 0 *0027 58
E ” N 20 0 *0013 59
60 b 3 20 I *0031 60
61 2 29 21 4 0019 61
G2 3 0 0 42 0036 62
63 24 4 2 - 0026 6
61 2} # 22 43 0041 6
88 23 £ b 4 “0030 4]
6 28 42 ‘0178 23 “ -0046 6
67 5 & 0219 3 ® 0033 67
6y 20 e 0102 43 46 0028 6y
(2] 20 + 0147 ) 6 0038 69
70 n + ‘0207 24 47 0028 10
n ol e} “0160 o3 7 7
Tt 3 4 orr2 3 48 7
2 28 4 0172 w0 4 73
ki) 29 4% 0237 26 49 "
5 0 47 0IR3 2% 50 3
6 29 4 014y 16
i 30 43 ‘0198 7
78 0 49 ‘0134 ki
79 1 4 0211 " . i
80 L} 50 ‘0163 B 80
81 82 50 ok = 8l

Thus it appears that whereas the works of Thompson and Savur afford a brilliant
example in the problem of interval estimation of the centre of Jocation when the popula.
tion form is nnspecified, it may still he contended that they have not yet sneceeded in
supplying satisfactory tools for tests of significance in general of various statistical hypo-
theses based on the Median,
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