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1. InTRODUCTION
Maxinum likelihood (m.l.) estimation is criticised moinly vn the following grounds:
(i) It does pot always pruvide consistent cstimates.
(ii) There oxist estimates with lower asymptutic variance than that of the m.l, cati-

mate, and thercfore the m.l. method does not lead to mosat efficient cstimates as claimed in
the literature on this subject.

(it} The computations involved in detormining m.l. estimates are in 1nost cases
unduly heavy. On the other hand, there exist simpler methods of estimation which provide
eatimates which are asymptotically as efficient as m.]. estimates.

(iv) No adequate justification has been put forward for m.l. estimation in finite
samples. Judged by the criterion of mean squared error in finite samples, there are examples
where certain other procedures are better than m.l.

The criticiam (iii) on grounds of computational difficulties will be relatively un-
important when high speed electronic computers become easily available for use by rescarch
workers. The computations, involving an iterative procedure for sulving m.l. equations
and inversion of matrices for obtaining standard errors, can be casily programmed on any
modern electronic computer. Recently, routine programmes have begn constructed at the
Indian Statistical Institute for obtaining ni.l. estimates of gene frequencies, stendard errors,
expected frequencies and goodness of fit 2, from observed phenotypic frequencies of various
blood group systems such as OAB, MN, CDE, etc. The time taken for these computations
is of tho order of a ininute for each blood group system, even on a comparatively slow machine
like the HEC {Hollerith Electronic Computer).

1 shall, therefore, confine my comments to the other points of criticiem relating
to consistency, efficiency, and proporties of estimates in small pl

2, PURPOSE OF ESTIMATION

1t will help in our discussion if we agree on the purpose of estimation, on which will

depend the criteria for the choice of a suital le method of estimation. Much of the controversy
in the literature on estimation could bo dismissed once this problem is properly answered.
There has been a tendency to id timation as o part of decision theory, which requires

as & datum of the problem the specification of the luss for a given difference between the esti-
mate and the true valuo of tho unknown parameter. The criterion in such a case is naturally
the minimisation of expected loss. This may e approprinte in certain situations but I

* This papor originally prosonted at tho 82nd Gomion of the L jonal inticsl Inabi is
being reprintod hore with the kind parmission of the Editor, Bullstine of the International Statistical
Inatisute.
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am not sure whether vne can support Berkson (1855) when he wants to estimate tho slope of

the probit regression line in a bio-assay using the critorion of minimum expectod squared

vrror, unless of course he believes or makes us bolieve that the loss to sooiety is proportional

to the square of the error in his esti I suppose a bi yer, when he obtains an esti-
mate of the standard deviation of a tolerance distribution, or the LD 50, uses it in a variety
of wayy besides playing a game with nature or wn,h society.! He would like to compare it
with an estimato of LD 50 for her insecticid bine it with & previous estimate for the
same insecticicle to obtain A better estimate, preserve it for comparison or combination with
future cstimates, or indulge in sonie aasertions (with somo confidence) that LD 50 is less than
a specified value or lies botween two specified values and so on, or use the estimate itsclf
more conveniently in the place of basic data in reaching optimu isions for a spevified
loss function,

It may be argued that ali these problems could be answered directly, and in theory
more satisfactorily, from given data without idoring the intermediat hodological
problem of estimation. If then wo insist un estimating the unknown parameters and use
the estimates for purposes of inference such a8 thoso indicated above it can only be due to some
convenience in handling the estimates rather than the original data, in addition to the resulting

y in r ling only the estimates for future use, instead of preserving the entire mass
of vbsorved data, much of which may be irrelevant. If, therefore, wo define the purpose of
estimation as condensation of data, what critcria can we lay down for choosing a method of
estimation?

Most statisticians would probably agree that statistical inference consists, in general,
in discriminating between alternative possible situations on the basis of given data, and as
such it should be based on the likelihood P(8, 8) of the parameter 0 given the sample §,
which is same as the probability (or. probability density) of S given 0. More precisely, we
need the ratio of the likelihoods for two given values 6, and 0, of the parameter. Thore may
be, however, some controversy about the form in which the uncertainty in the choice of 4
or 0, given 8, is to be expressed.

If there exists a statistic 7' such that
P(8, 6,)[P(8, 0,) = P(T, 6))| P(T, 6,) e (20)

for all admissible 0, and 0,, nothing is lost by replacing the sample S by the statistic 7', which
is for all relevant purposes equivalent to S. Such a statistic 7' is said to be sufficient in the
sense of Fisher (1022). There will be a multiplicity of statistics 7' satisfying (2.1), one of
them (in the extended sonso of the term statistic) being the plo itself. In genoral we
can chooso one among them, say 7', which is minimal in the sense that 7', is essentially u
function of every sufficiont shhstm T (Lehmann and Scheffé, 1950). A minimal sufficient
tistic thus provides an 'y of the ple for purposes of statistical in-
ference. If z,, ..., z, is & sample of ohservations, the observed mean 2 and variance s* arc
jointly sufficient when tho population distributiop is normal with unknown mean and variance.

1A simplo plo given by 8il {1067) il tha point. In tho cnsv of the ordinury
binumial distribution with probability g, fur numbor of triala ¥ = 3, tho cstimute %'y = 1/2 of 8 haw sinnllor
‘moan uqnare orror than tho obsorved proportion r/n for all trus valuos of ¢ botwoon 1/4 and /4. This
cannot bo advanved va o cogunt reason for wsing 7'y instond of rfn when nothing is known about the truc
wvaluw of 0,
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On the other hand, the minimal sufficient statistic may be tho ordered values in the whole
sample 88 in the case of & Couchy populati with an unk location parameter, i.e. no
reduction of the data is possible without disturbing the relation (2.1). Tn such a case we
may look for & statistic which belonga to a specified simple class and provides the maximum
possible discrimination.
For a statistio 7 belonging to a specified olass let us denote the likelihood ratio by
P(T, 6,)/P(T, 6,). Thelarger the deviation of thia ratio from 1, the greater will be the discrimi-
nation between the parameters &, and 8y For purposes of parison, it is ient to
have a measure of the amount of discrimination provided by a statistic 7. There is, indeed,
some amount of arbitrariness in the choice of such a measuro. Some natural measarea are,
‘the amount of overlap’ between distributions corresponding to 6, and 8, as defined by the
author (Rao, 1948), or the quantity

= (T, 8,) (T, 6,)
720,09 = Blog { e }+£log{ P:T, 2 } . 22)
considered by Kullback and Liebler (1851) following the concepte of information theory. One
may prefer even a pure distance measure like

pr(6y, 6) = [ +/P(T,8,) P(T, 6,)dT o (23)
introduced by Hellinger (1809) (see also Bhattacharya, 1848). Each of these measures is
not more than the corresponding expreasion when 7 is replaced by the whole sample. The
ratio of the amount of discrimination provided by 7' to that contained in the whole sample
may be considered a8 an index of the effectiveness of 7. When T is sufficient this ratio is
unity for all these measures. For simplicity, let us consider Jp (). 6,) in the further
discussion, observing that the same or similar results will be valid for the other measures
mentioned.

When the ple 8§ ists of n ind dent observations on & variate X we have

03

J4(0,, 60 = n{ B log [P(X, 6,)/P(X, 6+ g(PLX, 6)/P(X, 0,1} - 24
(] ¢l

where the expreesion within the brackets is the value of J(6,, 8,) for a single observation and
is therefore independent of n. As n—c0, Jg(8,, 6;)—c0, and we have perfect disorimination
between 6, and 6,, sa was shown by Basu (1954). A rigorous demonstration of this result
was given earlir by Kakutani (1948) using the fact that pg(6,, 6, —bO a8 n—poo He showed
that the distributions of the ple seq in the infinite di 1 space for two dif-
ferent values of 6 are ‘orthogonal’. A statistio T, which replaces a sample would not be of
much use if it did not provide complete discrimination between any two values of & as
n—o, ie., if P(T,, .6,) and P(T,, 6,) are not orthogonsl in the limit. This is possible if®
Ta—¢(6) with probability 1 as n—00, where ¢(6) is & funotion of 6, having one-to-one
correspondence with the possible values of 4. This is exaotly what the ariterion of
consistenoy? 1aid down by Fisher (1022) demands.

1 Gensrally, orthogonality is posaible only if T tend.a to & partioular valus but examplos mny bo
found whoro for each §, Tn has a d limiting diatribution, with distrib
to different values of § being non-overlapping.

3 Wo aro not domanding that Tn—¢. It ia enough, if for any two different values of §, Tw tends
to two different constants. In such a case Ty is defined to ba conaiatent for § in tho wide sonse (sco soction
4 of thia paper).
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For given n, Jg(0,, 0y) and Jg{0,, 6,) dopend on how widely sop 1 are tho distrib
correspontling to 0, and 0. Therefore. the ratio of J{0,, 0) to J4(0;. 0y) may not represent
the truc effect of replacing S by T if tho distributiona corresponding to 0, and 0, are
widely different. We way, therefore, consider the rtio of these quantities as 0,—0,
assuming that this impliea closencss of distributions. Tt is eaay to see that

0y, 0y+301)~ 3 i8,)(20,°

Trl0, 080~ irl0)20,0 . 25)

where i{0,) = Ep,[P'(x. 0))/P(z. 0,))* is the information per observation as definced by Fisher
(1922, 1025) and ip(,) the corresponding information per observation in the statistic 7. Tt
is shown by Fisher (1925) that i{0,) < i(0,), which suggeata the criterion of maximising the
information per observation in the choice of a statistic.

Reference may also be made to earlier work hy the author (Rao, 1945) whnre the
distance between two distributions differing by small quantitics in the parameters is «
by an argument similar to that used here, as a quadratic differential metric of whic. ..3)
is & special case. In the general case i(0,) and ip(f,) are matrices, and it is known that
{1(6,)—ir(0,)} is a positive semi-definite matrix. The efficiency of a statistic may be nicasured
by some expression reflecting the deviations from zero of the elements in the matrix
{i(O,)—if(D,)). We shall consider only the single parameter case in further discussions,

The information function seldom provides a complete ordering of the statistics for all
values of 7 in the admissible range. It is, of course, possible to obtain & complete ordering
with respect to the average amount of information based on an a priori distribution of 0.
if this last distribution can be specified. In other situations no satisfactory solution seems
to exiat, although information can be used to eliminate some statitstica which are worse than
others in a range of the parameters in which we are interested. Fortunately under favourable
circumstances, there exist methods of estimation for which i7(0)—»i(8) 8s n—c0, so that we
have an assurance that at least in large samples the relative information lost is small.

In small samples, wo could examine the performance of any statistic by computing
the ratio iz/i. If this quantity is small, we nced not insist on replacing the observations S
by the statistic T, but strengthen T by considering other statistics in adldition to T, so that
all taken together provide information per nbservation comparable to i. In the worst casc.
when the sample size ia small, it may be necessary to retain the entiro sample or the likelihood
function either in the form of a graph or tabulated for some valuea of the paraneters, which
would enable us to reconstruct the function without much error, if needed in future.

8. Erromnoy
3.1. 4 new formulation of the concept of efficiency.

Having disoussed certain broad principles for summarising data we may examine
some eaaily recognisablo proporties of statistics by which we can judge their effectivenees and
discues methoda by which such statistics are obtained.
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Let us ider the q of replacing the observations by a statistio in disori-
minating an alternative value of & parameter cloas to s apecified value 4. It wes shown
by Rao and Poti (1846) by an application of the important lemma of Neyman and Pearson
that a test which discriminates best emall departures from a given value of 0, for any given

n, is of the form : “‘Reject if and only if 2, > A" where

Za = (V) ;1::«. u = Pz, 6)/P(z, 6) . (311)

A ia a constant, P(z, §) ia the probability density of z, and z,, ..., z, are n independent obser-
vations. Or, if we denote by L the likelihaod of the parameter given the sample, the statistic
Z, is simply (4 log L/d6)[V/n.

Can we constrdct a atatistic independent of § and with a performances as good a3 that
of Z,? This is possible when there exists & funotion T, of the ohservations such that

Zy = NO(Tn)+1(8) e (3.12)

or, more generally, when the variance of Z, given 7 ia zero, & situation in which T4 is suffi-
oient for 0. On the other hand, it may be possible to construct a statistic such that ite asymp-
totio correlation with Z, is unity as n—c0. Such a statistio, if it existe® is as good a3 Z, in
sufficiently large samples, i.e., is best for discrimination between two neighbouring values
of the parameter in sufficiently large samples, Based on these considerations we give a new
formation of the oonoept of efficiency.

Definitions. A statistic is said to be efficient if it asymptotio correlation with
the derivative of log likelihood is unity. The efficiency of Any statistic may be measured
by p*, where p is its aaymptotio correlation with Z,.

In the case of more than one unknown parsmeter, a atatistic consiatent for a
parameter is said to be efficient if ita multiple correlation with the derivatives of the log
likelihood with respect to the unknown parameters is unity. The efficiency of any statistic
is measured by the square of the multiple correlation,

3.2. ‘Super efficient’ estimates and thesr efficiency.

An efficient statistio in defined by Fisher (1922) as one whose asymptotic variance
is [# 4(6)]"%, or alternatively as one whose asymptotic variance is the least. Although Fisher
formally stated the criterion of efficiency in terma of least asymptotio variance it is clear from
his writings that by sn effisient estimate he meant a statistio for which the loss of information
per observation tends to zero. Fisher givea the following extended definition of efficiency
on page 714 of his 1026 paper : “The efficiency of a statistic is the ratio of the intrinsic acou-
racy of its random sampling distribution to the amount of information in the data from which
it has been derived.’ He argued that since the reciproocal of information for the mean of the

€ The power of the teat based_on Zn, when n is large and tho alternative to § is 0+ 36, is noacly
¢{n i(6Y)ds where & ia an i ing fi ion of the Tho quantity i(§) whioch appoars in the
exproasion (2.5) for the di bet distributd closo ta one onother is also explicitly involved
in the power function,

8 For inatancs the uniqus consiatent root 7','. of tho m.l. ¢quation (ref. Huzurbazar, 1848) under
tho conditions given by Doob (1034) or Cramer (1048) eatiaflea that property, for| Yn(Ta—6)—2n|—0
with probability 1. An m.l cstimate whon roferred to in the sequol is assumed to have this property.
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distribution is variance when the distribution is normal and the information in a statistic
is bounded above hy n i(0), an efficiont statistic is recognised when it haa 8 limiting normal
distribution with varlance {n i()]-! which m the le&st possible. In 1051, J. L. Hodgeat
and later Le Cam (1953) constructed ples of timates with an asymptotic
variance « [n(0)]", with striot inequality for certain valuea of 0. In fact, at these excop-
tional pointa the asymptotic variance can be mado arbitrarily small. These examples of what
aro ealled ‘super efficiont’ catimates show that there is no non-zero bound to the asymptotic
variance of & consistent estimate, contrary to what is stated by Fisher. Ope might think
that super efficiont estimates with asymptotic variance < [ i(6)] should be preferred tn
efficient estimates with asymptotic variance (n i(6))~!. Wo shall examine these notions in
the light of the new definition of efficienoy given here.

First it may be noted that super efficiency arises, when the statistic is not an explicit
funotion of the sample distribution function and therefore not eatisfying the consistency
condition as originally defined by Fisher.” Assuming Fisher consistency (FC) and certain
regularity conditions (mainly Frechet differentiability) on the statiatic, Kallianpur and Rao
(1065) demonstrated that [n i(8))* is, indeed, a lower bound ta the asymptotic variance,
thus justifying Fisher's argument. It is also deducible from the results of Kallianpur and
Rao that a FC statistic with asymptotic variance [n i(8))-}, under the regularity conditions
assumed, has asymptotic correlation unity with Z,. This demonstrates the equivalence of
Fisher's definition of efficiency with that proposed here under the regularity conditions
imposed on the estimate. Earlier work by Neyman (1949) and Barankin and Gurland (1950)
also tend to confirm Figher's results.

Now let us see how the new definition of efficiency enables us to judge the effectiveness
of any statistic, whether it satisfies regularity conditions or not. What happens when FC
and other regularity conditions imposed on the statistic are not satisfied ! In this case
‘super efficient’ estimates do exist as shown by Hodges and Le Cam. We shall show that
when a super efficient estimate (i.e. with & possibly smaller asymptotic variance than that of

the m.]. estimate) exists, one of the following two possibilities holds.

6 The example by Hodges ia quoted in a paper by Le Cam (1053). Consider the mean Xy of n
indopondont observations on X from & normal diatribution with mean ¢ and standard devistion unity.
As is well known Xy is tho m.l. estimate of the mean with variance @3 = I/u. Lot Ty bo tho function
defined by

TlXa) = X i 1Xal>

1
= aXn if |Xn| < ;77

Tt is gy to o that Ty is also asymptotically normally distributad about 8, with variance = 1/n for ¢ 3 0.
and a?/n for § = 0. Sinco a is arbitrary, the asymptotic variance i less than that of the m.l. eatimate
when 4 = 0. This example of Hodges waa generalived by Lo Cam to improve the aaymptotic varianco
at a countsble number of valucs of the parametor 8.

1If 8y {a the sample distribution function and F(g) tho true d function a functional
S(8») is 2ald to bo Fishor conasiatont (FO) for ¢ if f{F(0)]==0. For a discuseion on this subject seco
Kellianpur and Rao (1985). The estimates of Hodges and Lo Oam aro not ¥O.
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(1) Inlarge samples, it is cquivalont to the m.l. estimate (which is efficient in tho
new sense), i.e., hay asymptotic correlation unity with the m.l. cstimate, and therofore it is
efficient in the new sense.

(2) It is not officient in the new senso, in which caso it is definitely worse than the
m.l. estimate, for purposes of inforence such as testing of hypothesis, interval estimation,
ele.

Let us assume that a statistio 7, consistent for ¢ is such that Vu(Tp—0) and Z,
liave o joint asymptotic distribution. Denote the asymptotio variance of ValTu—0) by
¢(7") and its asymptotic covariance with Z, by «{0), Sincs the asyniptotic variance of 2,
is i(0) we have the obvious inequality

o(T) > aO)fily), w321
From this relation, it follows that T, has ssyniptotic correlation unity with Z,, or it is fully
cfficient (in the new sense) if and only if o(T) = a2(0)/i(0). 1f T is an m.1. estimate for which
the observation made in footnote (3) is true, then VT, —0) has agymptotic variance egual
to 1/i(h), and asvmptotic correlation unity with Z,. Therefore, when the eqnality in (3.21)
is attained, 7 and T* have asymptotio correlation unity whatever may hie the inequality satis-
fied between their asvmptotic variances?, a2(¢)/i(0) and 1/i(0). 1f a*() < LHorall 0, with strict
inequality for some 4, we have an vxample of super officiency as in the case of Hodges'
example.®  In fact, we can use tho devieo of Hodges to construct examples of ‘sub efficiency’
i.c. where 2%(0) > 1. In oither case, when the equality in (3.21) is attained, 7', is equivalent
to the m.l. cstimate 7}, in the sense that essentially the same’ typo of inference is possible Ly
using 7', or T}, in large samples, whether T, is super or sub efficient in the earlier senge.

We may now ask what happens when the equality in (3.21) is not attained. Such

o statistic T, has asymptotic correlation —1 < p < 1 with Zn, and therefore is not as
good as Z, (and therefore not as good as m.1.) for local discrimination, although 7', may be
super efficient, i.e.

1

@ > o) > 0 . (3.22)

{UN

Consider for example a sample z,, ..., z, from & normal distribution with an unknown
mean g and variance unity and denoto by 2 and =z,, the samplo mean and median
respectively. Define the statistic.

P =azy if 2 <n-l
=3z if 2 3 n-1n . (3.23)
It is casy to seo that the asymptotiv distribution of 7' is normal with variance a?r/2 when
=0, and 1 when p £ 0. By choosing a arbitrarily simall, a?z/2 can be mule less than 1.
The statistic T is therefore super efficient. But for testing tho hypothesis 4 = 0, it is obvious
that the test criterion is essentially the median when the null hypothesis is truo nad conse-
quently the power of the test is amaller than that of 7. In this conneotion we may also refer

8\o nmay comparo this reault with thet of Fishor (1925), that tho naymptotic corrolution
hutwoon two officiont oatimalow huviog thu samo least asymptotio varinnes is unity.’

o IL may bo obsorved from tho oxumplu given in foolnots (6) thul T ond Xu Juve wsymplotic
covarimico @ for § = 0 and 1 for 8 % 0. The valuo of @, can bo ohoson to bo >t or < ) urbitrurily.
Tho toshniquo of Hodgos und Lo Cum provides a stutistio whivh is cesontially oquivilont tw tho slutistio
with which thoy start.
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to an interesting but & different type of example dus to Basu (1958), where the ratio of a limit-
ing variance of one statistic to that of another —» co but the curreaponding ratio of the pro-
babilities of concentration wthin any givon Limits of the true value — 0. So it would appear
that the criterion of mini asymptotic variance is misleadi

We may now raiso the problem whether given a super cfficient eatimato, it is possible
to find a function of the uL.l. cstimate which is consistent for the parameter and which has
& smaller asymptotic variance than the given super efficient estimate. This means that a
super efficient estimate can be uniformly improved from the point of view of asymptotic
variance by using a function of the m.}. estimate. This ia truc of the known examples of super
efficiency. Further, given a super efficient estimate, i.e., when v(7) satisfics (3.22), we can
construct a function of m.]. estimate, by using Le Cam’s technique, such that its asymptotic
variance is smaller than v(T) or even a#(0)/i at a countable set of values of 4. To examine
whether improvenent is possible for all values of 8, we have to study the function a(¢). Under
some sssumptions Le Cam (19563) proved that |«(0)| can be less than unity only for a set of
points of Lebesguo measure zero. This is encouraging but does not solve the prublem posced
here. We may have to explore the asymptotic sufficiency of the m.l. estimate (Wald, 1943;
Lo Cam, 1953) to prove thix property.

3.3, Informalion in the limit.

We shall examine the limiting information contained in an efficient estimate, i.c.,
ono which has asymptotic correlation unity with the first derivative of the log likelihowd.
Let T', be such an cstimate whether it is super or sub efficient with respect to the asymptotic
variance. Suppose further that

(V/n(Ta—0), Z,)(T, 2Z) in distribution e (331
where (7, Z) is bivariate normal with mean zero and covariance matrix
["2‘ _ "rV‘_] o (332)
gpV/i 8

Thon the varisble [T— \%L Z] has zero variance. Therefore
1]

{var.—6)- 2z Za} - 0in probability. . (333)
Vi

For a statistic 1, which eatisfies the lition (3.33), under some regularity conditions on
P(z, 0), the probability (ar density) of a single observation, Doob (1938) has demonstrated®®
that

lim (57, (0)} = i0) . B3
a—» 0 "

where ir. (0) is the information per obeervation oontained in the statistic 7', computed in

the usual way, A simpla proof of Doob’s proposition is given in a recent paper by the author
{Rao, 1960).

10 Doob (1938) states tho required condition in torms of strong convergence. 1 baliove this is not
necossary.
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We have no such assurence about the limiting information in the case of estimates
not efficient in the new sonse. In fact, if the asymptotic correlation betweon T, and Z, is
p and that between T, and P'(Ts, 0)/P(Tn, 0) is nearly unity (as may be expected) we have
the relation

lim (61,”) =4 . (3.35)
n=—) 00

emphasizing the importance of p* 68 & measure of efficiency mentioned in the definition of
Section 3.1. Tho use of T'» entails a loss of information cqual to that contained in a fraction
{1—p%) of the obsorvations.

3.4. Efficiency in non.regular cases.

In non-regular cases such as the rectangular distribution over the range (U, 8), i.0,,
where the probability measures corresponding to different values of the parameters are not
equivalent, the quantity i(0) is not properly defined so that the foregoing theory is not appli-
cable. We shall not discuss such situations in full generality but only consider a speeial
example given by Basu (1052), where the maximum likelihood estimate has a uniformly larger
variance than an alternative estimate propused by him.

Let ), ..., 25 be n observations from a rectangular distribution in the range {9, 20),
where 0 <0 < . The maximum y and the minimum z of the observations are jointly
sufficient for 0 and the m.l. estimate of @ is T, = y/2. The asymptotic variance of 7 is 1/4n*
while that of 7'y = (2y+2)/5, which is also consistont for @, is 1/52%.  Judged by the criterion
of ratio of asymptotic variances the m.l. estimate has only 809 efficiency compared to the
alternative estimate. One might be tempted to infer that discrimination hased on T, is
therefore better than that based on T'), tho m.1. estimate, for small differences in the parameter
A computation of the power functions of the tests based on T, and 7, for any sample size
shows however that fur altcrnatives close to a given value of 0 the power of 7', is much higher
than that of T, although 7T, has smaller asymptotic variance than 7',.

On the other hand,
for alternatives not cluse to a given value of 8, T, is better than T

3.6. Concentration.

As is stated above, in the absence of regularity conditions on an estimate T',, the
asymptotic or actual varianco of T» does not nccessarily give a good indication of the
concentraton of T, about thetrue valuc of . An approach to estimation which is coneerned
explicitly with comparing concentrations has been given recently by Bahadur (1960). This
approach may be outlined as follows, Let T, be a consistent and asymptotically normal
estimate of 0 based on n independent and identically distributed observations. For any
n and any ¢ > 0, let 7 = 7(T, 6, U) bo defined by the oquation

w ¢
POTa—0] l0) =2 LT B . 351)
e

7 is called the ‘effective standard deviation’ of T',, when ¢ obtains. It is shown by Bahadur,
under mild regularity conditions on the sample space of single obsorvation that
lim lim {n79 o (3.52)
B> ¢

—0 Ao
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provided only T, is consistent. Ho also shows, under stronger regularity conditions, that the
equality holds in (3.52) when T' is the m.|. eatimate of 8. The appearance of Fisher's measure
of information in this analysis provides further evidence that this measure is of central im-
portance to eatimation.

3.6, Concluds ka on effics

We observe that E,, for each n, has the maximum local power of discrimination
between two neighbouring values (Rao and Poti, 1948) and demand the existence of a statistic
T, independent of & and having asymptotic correlation unity with Z,. This ensures that
T, has tho same local properties as Z,. Further it is shown by Wald (1842) that asymptotically
shorteat confidonce intervala can be obtained by inverting regions of the type Z,(0) > A,(0),
Z,(0) < By(0) (one sided regions) and | Z,(6)| > Ca(0) (two sided regions). It is clear that any
statistic having ssymptotio correlation unity with Z, has tha same property in large samptes.

Ttisi terial what the asymptotio variance of the atatistic ia provided its asympto.
tic corrolation with 2, is unity. It may be super or sub efficient in the sense of having smaller
or higher asymptotic variance than [ i(8)]'. If we are placing emphasis on the asymptotic
correlation with Z, being unity we can achieve this by restricting the class of statistics to
well-behaved functions of observations. This is for convenience in drawing inferences on
0 given the statistic. The m.l. estimate, under some conditions, satisfies our requirements.

Le Cam (1953) suggests asymptotic variance as a measure of concentration of the
statistic round the true value in large samples. It may be argued that our interest does
not lie in such a measurs of concentration. But it is obsrved that even with respect to such
& measure, 80 far as the existing illustrations suggest, & function of the m.l. estimate serves
the purpose.

Y

4. ConswsTENOY
A number of quite different plea of i istencey of m.l. estimates are now
available (Neyman and Scott, 1948; Basu, 1956; Kraft and Le Cam, 1056; Kiefer and
Wolfowitz, 1956; Bahadur, 1858). The examples have been useful in leading to a proper
understanding of the concept of consistenay.

Let us ider the pt of ist a8 originally introduced by Fisher (1922).
We have already referred to it as Fisher istency (FC) to distinguish it from probability
consistenoy (PC) which figures prominently in statistical literature (ref. Kallianpur and Rao.
19568). A statistio ia said to be FC for a parameter 0 if

(1) it is an explioit function of the sample distribution function S, (or the observed
proportions [py, ..., 74) in the case of & multinomial), and

(2) tho value of the function reduces to 8 identigally when 8, is replaced by the true
distribution function F(0), (or the true proportions, [m,(6), ..., mx{7)] in the case of multinomial).

Aafniti

There ia some virtue in such & since it is r ble to d 1 that the
procedure we adopt should give us the true value of the parameter when applied to the entiro
distribution. Further the definition places some restriotion on funotions of observations to
be considered, whereas in the case of PC there i8 no restriotion on the statistio which can
be arbitrary for any finite sample size, however large it may be. So pinning our faith in
PC may be somowhat dangerous in many practioal situations, where we have to deal with
samplea of a finite size.
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It is easy to show that an m.l. estimate is FC without any reatrictions whatsoever.
For if we ider the multinomial situation tho log likelihood

Py log m(0)+-...+py log m(0)

when p; = m(¢), is & maximum for m;(0) = m(¢) which implies, when thore is one-to-one
correspondence between m(0) and 0, that 0 = @. In the continuous case the log likelihood

I log p(z, 6) dS,

has & maximum for p(x, §) = p(z, 0) or 6 = ¢ when 8, the sample distribution function is
replaced by F(g).

What can we say about the m.l. estimate when S, or (p,. ..., p) is close to the truo
digtribution function F(g) or [m(¢). ..., mi($)]? We may demand that the.distribution in
the admissible set maximising the likelihood, F(b) or [m, (17), e T ((7)],jfi!- exists, should bo
cloge to the true distribution. This is true under no condition whatsocver on the admissible
class of distributions in the case of a finite multinomial (Hotelling, 1930: Ran, 1957), under
the sole condition Z; log #; is covergent in the case of the infinite multinomisl (Kiefer and
Wolfowitz, 1956; Rao, 1958), and under slightly more restrictive conditions in the case of
continuous distributions (Wald; 19049; Kraft, 1955). Examples of inconsistency of the esti-
mated distribution functions due to Bahadur (1958), in the cases of an infinite multinomial
distribution and a continuous distribution function, show that they are of a very special
character, and it appears that it should be possible to prove convergence of the n.l. estimate
of the distribution function under fairly weak conditions.

The situation thus appears to be oxtremely satisfactory so far as the estimated distri-
bution function is concerned. The corresponding convergence in the estimated parameter
then takes place when a continuity condition is satisfied, i.e., F(0)—=F(g) (or n;(0)—n($))
implies that 0—¢. It may be noted that a parameter is, after all, & code number used to
identify a distribution and as such it can be arbitrary and nced not satisfy any condition.
In the examples of incongistency of m.l. estimates given by Basu (1955)" and Kraft and Le
Cam (1956) the continuity condition is not satisfiedd and the examples depend, in & sense,
on an unnatural choice of the parameter.

The ly ling i istency of the m.l. estimate of a parameter can be
resolved to some eant 1f we conslder consistency in & broader sense as mentioned in Section
2 of this paper. It was observed that if for any two given values of the parameter the dis-
tributions of the observations tend to be orthogonal as the sample size—co, it ia reasonable
to demand that the distributions of the estimate also behave in the same way. When this
i8 80 we may say the estimato ia consistont for the parameter in the wide sense. Such wider
consistency is ensured when the cstimate tends to two different constants for two different

11 Basu (1956) gavo tho plo of & bi ial distribution whore tho probability of success p(6)
is dofinod es follows :

pe) =6 if ¢ is rational
= 1—¢ if gis algebraio irrational
The m ). catimato of g, which is the obsorvod proportion of succoes, tonds to § whon @ is rational and to

(1—8) whon ¢ i algobraic irrational, and is thus not consistont. Basu also shows that thoro exists another
timate which is i for §. Tho lo of Kraft and Lo Oam is moro complicated.
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values of the parameter. We neod not insiat that the constant to which the estimate tenda
should be equal to the true value of the parsmeter. In Basu's example, (footnote 11)
the m.L. estimate tonds to 6 when 6 is rational and to (1—8) when 6 is algebraio irrational;
thus the m.l. estimate is consistent in the wide sense. The same is true of the example't
conaidered by Neyman and Scott (1948) where the m.]. estimate of ¢%, the structural para.
meter, tends to (n—1) o*/n and not to exactly o?; olearly, the m.l. eatimate is consistent in
our gense. The m.l. estimate is, h , not istent even in the wide sense in Bahadur's
examples.

We may also consider a slightly different kind of example due to H.E. Daniels
(quoted in a paper by Kendall and Babington Smith, 1950). Observations (z,, ,), ..., (4, ¥2)
are such that

7 = aite, = atptm

where ¢; ia N{0, a*), 1 i8 N(0, {*), and ¢, and 7 are independently distributed. Simultancous
estimation of a;, %, o® and {? by the m.l. method leads to the same value for the eatimates of
o% and £?, so that the estimates of these two parameters are clearly inconsistent in any sense.
“This result is perhaps not surprising, for the data themaselves do not seem to provide satis-
factory discrimination between o and { (or between one pair of values of o, { and another
pair) however large may be number of pairs of observations, when nothing ia known about
the behaviour of the incidenta! parameters a, as i—co.

5. CoxoLusior

Since the main aim of this paper ia to id anomalies in the m.l. methnd,
no reference has been made to the superiority of the ml method over others. It may bLe
claimed that certain other methoda also provide estimates which have the same properties
88 the m.]. estimates in large samples, although they may be subject to similar eriticism in
other respects. This may be true, but we cannot use asymptotic properties as sole criteria
for the selection of a technique which has to be applied in finite samples in practice. So
we have to look for other properties, which hold good for all sample sizes. We may ligt here
some properties of this type which support the claims of m.l. estimates.

The m.1. method has wide applicability. The m.]. estimate is a function of & minimal
sufficient statistio, and in special cases is itself & minimal sufficient statistic, a property which
may be considered desirable (ref. Rao, 1945, 1946, 1948) and which is not shared, in general,
by other general methods of estimation. Finally, consideration of the likelihood function

bles us to recognise the minimal sufficient statistic, and if y, to suppl t the
m.]. estimate with other statistics to recover part of the information lost in using the m.l
estimate alone. A more acourate measure of loss of information, based on the variance of
Z, given an estimate T, (Fisher, 1925), the asymptotic value of which is more appropriate
for comparing sfatistios when the sample size is not very large, shows that the loss associnted
with the m.l. estimate is smaller when compared to many other procedures. A detailed
etudy of this aapeot is undertaken in Rao (1960).

12Neyman and Scott (1048) nnnnldcr an mmallng sequence of # seriea of measurements =5 (i = 1, 2, .

8, j = 1,....,n), all independ ik d. The p ili hwof:uunormdwnhmmcl
and variancs ¢2. Tho paramotor o9 ia callod structural nnd ia tho same for all cbeervations, while the
@, which vary from eerics to gories, are collod inocidental p The likelihood

of a?ia £ X (s —2()2/an which is consistont for (n—1) ¢3/n and not for o2,
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Resome

La méthode de maximum de vraisemblance (m.l.) pour I'estimation des paramétres
inconnus a 6té censuré pour les raisons suivantes : (i) elle ne donne Pas un estimateur con-
vergent et (ii) il y a des estimateurs plus cfficients que ceux de maximum de vraisemblance
et (iii) I'usage du m 1. entrainet de la computation difficile. Cette dernidre critique ne sersit
paa importante si les machines electroniques capable d'acceptor les instructions compli-
queés concornant cles opérations numériques, se font disponibles chez travailleurs.

L’on indique ici, d’abord, que le but de I'estimation eat la condensation des donné
sans perte de I'information essentiolle et puis I'on fournit une certaine justification pour la
mesure de I'information de Fisher et le critdre de maximisation de Vinformation dans une
statistique. Les conceptions de 1'efficience et de la consistence ont été reformulées afin que
I'on puisse fournir un critere pour une telle choix de 'estimatenr que la perte de Vinformation
donnée soit negligible dans les grands échantillons. Un estimateur efficient a ét6 définé conune

une estimateur qui & une corrélation asymptotique de mesure d’'unité avec la derivé du
logarithme de la vraisembl Un estimat

ques conditions, est efficient dans ce sens.

de maximum de vraisemblance sous quel.

L'équivalence de cette définition avec celle de Fisher qui constate que la consis-
tence est I'atteinte de moindre variance asymptotique, est établiée dans quelques conditions
de régularité sur la statistique. Mais la définition nouvelle résout la difficulté qui a apparué
grace & l'existence des estimateurs super-efficients ayant, peutétre, une variance asympto-
tique plus petite que la variance auprés dos estimateurs de maximum de vraisemblance.

L'on montre ici, que les estimateurs super-efficients sont équivalents aux estimateurs
de maximum de vraisemblance (quand ils sont efficients dans ce sens nouveau) ou sont inféricurs
auprds des eatimateurs de maximum de vraisemblance pour servir le but de V'inférence statis.
tique, (quand ils ne sont pas efficients dans le sens nouvesu),

On dit qu'un estimateur soit consistent dans le sens plus ample si ses diatributions
asymptotiques pour deux valeurs différentes du paramétre, soient orthogonales. Plusieurs
exemples de l'inconsistonce des estimateurs de maximum de vraisemblance dans lo sens
ordinaire paraissent remplir la condition de la consistence plus étendue.

L'on indique ici la iat de la fonction estimée de distribution est plus
fondamentale que celle de I'estimatenr du paramatre particulier. Cette dernidre consistence
suive naturellament si le paramatre est définé un foncti 1 tinu de la fonction

de distribution. Mais un parematre est rien qu'un nombre de code définé pour I'identifioa-
tion d’une distribution et par conséquence, le paramatre ne doive remplir la condition posée.
Les irregularités & I'dgard de I'inconsistence de 'estimateur de maximum de vraisemblance
laissent s’cxpliquer par le défaut de cette condition.

Cette étude conolot avec une note sur les propridtés iellea des estimat
de maximum de vraiserablance en oadre des échantillons petits.
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APPARENT ANOMALIES AND IRREGULARITIES IN MAXINUM
LIKELIHOOD ESTIMATION
Pregioent : E. J. G. Pnnum

1. App lica and i ities in
L'autour, M. Rao, présents sa communication!

Yikolihood

oatimation

Mr., NevMaN: 1. Mr. Raeo's very |nlomlmg pnpor bringe out certain philosophical quostions
rogarding criticisms lovolled at i likelih ion and, in addition, preeonis an oxtonsive
history of tho problem going back to 1922 when tho term Maximum Likelihood Estimate (MLE) waa first
used. Tho purposs of tho prosont noto is to contribute to both aubjocts: to oxpross my views on
tho philogophy of theorotical atatistical rosearch and to push tho historical sketch back to 1008 whon
the idoas or cortain proportice of the MLE scom to have boon first oxpreased.

2. The philosophical aspect of the problom is connected with tho two differont points of view on
statiatics, ono having to do with intonsitios of bolief and the othor behaviorislic. To mo pereonally* the
intensity-of-boliof thoory of atnmum appeans dogmatic and, as refloctod in the writings of the various
authors, is iblo to prop: lly quito insi posals, to adopt spocifiodl formulos oa
mounsures of intenasitios of bolief which an individual should oxpononco in gpocified circumalances. One
duch theory, or creod, advisos speciul formulas as a priori probability distributiona for unknown paramoters
to bo used in casea whoro tho circumstancos of the problom do not imply spocific a priori distributions or
oven do not imply that tho paramotor considerod is @ random variable. Furthor advico ia to use the rocom-
monded a priori distribution for substitution in the familiar Bayes' formula.

Anothor modification of essontially the samo dogmatio school of thought ia basod on tho promise
that tho concept of probability is a measure of intensity of boliof which is applicablo in somo crsos but
not in all. For theso casos whore the probability is not applicablo lo measuro tho uncertainty, tho pro-
ponents of the rolovant school of thought dovise now of or diffid and ono of them
is tho mathematical likelihood. In thinking of thoso snd similar attempta at foundations of mathomatical
statistics, I rocall the expressive titlo of two articles of our rocontly docoasod collongue and friond, D. van
Dantzig : “'Statistical Priosthood" I and IL.3

Theo altornative point of view on foundationa of istics, tho beh:

or point
of viow, stema from somo ideas of Laplaco and, oxprossed somowhat more clearly, of Gauss. Loaving aside
the quostion of confid and diffid

tho behavioristic point of viow concontrates on thoso cases whore
tho mathematical probability is an idealization of rolative fr

a3 oxporionced in the realm of natural
phonomona. Hero, es is most froquontly the case, we aro confrontod with tho nocessity of a choico among
a pumbor of possiblo actions and the desirability of each action depends upon tho valuo of a parameter
intervening in the distribution of the obmrvablo rnndom variablos. If tho value of this paramotor ig known
or assuniod kmown, thore i8 no probk i | bl

arise when tho relovanl paramotor is not
known and the choice of aotion has to bo based on the values of tho obsorvable random variables, that is,
on the value of an esti of the p . The problem of ocsti ion i8, thon, to doviso tho catimator.
This problom splita into & numbor of detailed problnmn Ono is to ostablish the properties of all the dif-
feront ostimators, that aro availablo to choose from in a given problom. Another dotailed problom is to
doviso tho method, just se easy & mothod aa possaible, of calculating the estimator having tho propertics
that fit the situation bost.

Tho proportics of an ostimator which may bo considored dosirable vary from ono particular
problom to the noxt. Also undoubtodly, thoy dopond on subjoctivo ol it i8 quito ivabl
that two diff porsons plating the same probl will havo differont preforonces for the
propertioe that an cetimator should have. In somo probloms and to somo individuals, unbissodnees of the

i and tho 1 of ita i appoar of § importance. Horo, Gauss' mothod of
loast equaros is froquonlty tho answor. In 6thor casos, unbmsodnma and small varianco aro socnndnry or
irrolovant, and some othor property appoars important. Thus, for lo, in tho problom of g the
dogroo of contamination of drinking wator, it may appoar most nnpommb not to underestimato tho conta-
mination and, from tho point of view of publio hoalth, tho most desirabl is inty not unbiased

3 Bull. Inst. Int. Star., XXXVIIL, 4, p. 430.
2J. Noy , "*Inductive bohaviour as & basio concopt of philosophy of ecionce.” Rev. Ind. Siad,
Inat., Vol. 25 (1057), pp. 7-22.

¢D. von Dantsig, “‘Statistical Priesthood™ I and II, Statiatics Noorlandica, Vol. IX (1957) and
Vol, 12 (1968).
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With roft to Roo's di ion of ariticiams of i likolihood oati 1 wish to meke
it cloar that my uwn criticisms are dirootod not towards tho uso of MLE but to the insistonco that thowo
oatimators, or indoed any othor vetimators, bo usod as a matler of principle. In my opinion, nny usor of
statintical mothoda should have complote freedom of choico and the rolo of thoory in the maltor in to elu-
cidato tho proportios of the methods that are availablo. Thus, for examplo, the famous inoquality giving
tho groatest lowor bound of tho variunco of an unbissed eetimalor, first found by Fréchot and then, indo-
pondently, by Harald Cramer and Rao, i3 o vory important rosult. It is purely bohavioristic or oporational
and tolls us that, undor cortain conditions, if wo insist on using unbiasod catimetors thon, no matlor what
wo do, tho variance of the catimator cannot bo losa than a ealculablo limit,  As indi d by o alightly niore
gonoral version of the same inequality, thore may bo s possibility of finding an catimator which has moan
aquare orror less than tho bound of Rao; then this celimator must bo binsad. wu.h this in mind, the con-
sumor of statistical theory may perhaps docids to drop the i of i q

For quito sonie time the powb\ln) of biasod estimators with mean squure errors less than the bound

for the varianco of an unbi d just & thoorotical possibility with no live oxample 1o
ghow that they roally oxist. ’l'hon Mr Josoph Borkson appoared on tho scane and produced a roal easo
of an ecatimator, obtainod by mini g the classical Karl Pearson X2, which not only hes ite moan squace

orror losa than that of MLE bul also loss than the indicated bound! I submit that this particular resaly
of Borkson is of considersblo intorest and importanco. Quito apart from the possibility of catimating
tho parantoter with preciaion, in tho sonse of moan square error, better than othor known eatimators, this
roault ruisos a host of novol thoorolical problems: what nro the situations in which biased estimators oxist
with thoir mean squaro orrors less than tho Fréchot-Cramér-Rao lower bound for variances of unbinsed
catimotors? Can ono invent a method, a machinory asuch as the maximalization of the likelihood or the
minimalization of tho x2, which, st least in somo cases, would lead to such estimators if thoy exist ?

I noto that Rao doos not particularly like Berkson'a rosult, apparently for the roason that in tho
particular problom considored, Rao's own intorost conters on a paramotor differont [roni the one cstimatd
by Borkson. Evidently, we consider tho question from differont points of view.

3. Tuming to the other part of my contribution, concornod with a detail in the history of MLE
1 find it intorosting that, at least on two occasions, the idea of MLE sprang up from the dogmatic intonsity-
of-bolief approach to statistica. Howevor, in both casoa the original dogmiatic approach was followed by
studies of a distinotly behavioristic or oporational characler. Tho two approachos can bo roughly sam.
marized as follows :

(i) Firsl statoment : MLE should bo used bocause this uso is implied by such and such principlo,

(i} Second statement : Tho consiatent use of MLE will guaranteo such and such long rango ad-
vantogos.

As far as I am aware, tho priority in tho approach to MLE just described, involving both statements
(i) and (ii), bolongs to F.Y. Edgeworth.t Tho dogmatic i ity-of-belief ideas of Edgeworth, which we
also naoticoable in Laplaco, were connoctod with tho arbitrary a priori distributions and tho uso of Buyos'
formula. Tho fact that this brought Edgeworth to the uso of what we now call MLE is occasionally notod
in tho litorature. For oxamplo, an appropriate roferonco is found in M.G. Kondall's book.3 Howuevor,
it is much loas gonerally known and seoms to have cecapod tho attontion of Rao, that, after making stute-
monta roughly oquivalont to (i), Edgoworth procecdod to formulato a cunjooture in tho spirit of thy statoe.
mont (ii) above. The passago I have partioularly in mind, published in 1908, is printed in tho Appondix
of & very large and involved pﬂpor It a0 happons that unn conjeoturo of Edgeworth iz now known to be
brosdly true but with some P Also, as rofl d in tho lont historical sununary givon in tho
prosont papor by Rao, although 52 yoars have olapsed sinco the publication of Edgoworth’s conjeoture,
tho limite of its validity are atill the subjoot of numerous studies sll over the world. In thess circumstances
and bocsuso of tho gonoral lack of awarences of the idontity of the author of the conjecture, it appoans ap-
propriate to roproduce hore a briof quotation from thoe Appondix of Edgoworth’s papor.

¢ F. Y. Edgoworth, “On the probablo orror of froquonoy constants™ J.R.S.S., Vol. T1 (1008), pp.
851. 078.

5 M. U, Xondall, “The Advanced 1'hoory of Statistica'' Vol. 11, Grifin, Luudon, 1048.
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Appendix

This Appondix is designed as a B for some
rupted tho course of the preceding arguments.

1 Love’s proof of soms preceding propositions.

A foronoat place is due to Love's conft
an indepondont proof.

The Brat proposition thus vonﬂod is & partioular cose of a gonorsl v.heomm whmh may thus bo pm»
visionslly reatatod. Lety = e¥(r), be a I function upt to op the of
observations. Lot zy, Zy, ..., n bo & sot of n obeorvations forming a random selection from the indofinitely
large group of the obeervations ranging under the frequency curve. Lot @ (2, %1,..., Za) be that function
of the given observations, whioh affords the most probuble value (as dotermined by invoreo probebility) of
the sought point to which the observations relate; a eymnietrical function when, aa will bo hero supposed,
the obssrvationa are all of oqual weight or worth. Then, if wo take (at madom) a soriea of sete, auch 8s

which might have inter-

of certain p itions abovo atated by moans of

121 1%2 oy 1Tm,

1T1 1Ty ey 2Zm

oo mT1 e mTad
and fortn for each set tho corresponding value of @, Lho sorios of mean valuea thus formod say, 3@, 33, ..., m@
will bo euch that (m and n being large numbors) tho mean square of their doviation from the true point,
say z, viz.,

(1$—2)1+ (=) 4+ mg— 212
m

will be losa than tho mean square of deviation presentsd by any other sot of meun values X, 2X, ....mX, sach
formed from & set of n obssrvations, where x {likogd) is & symmotrical function of observations, having tho
proporties of an average.

In line with the Viotorian style, the above passage is interspersed with footnotes. I take the liborty
of omitting theeo.

In contemplating this passage, one is struck by the change in style, terminology and precision of
exprossion which have occurred during the half-century that elapsed since the publication of Edgsworth’s
pepor. Howover, the translation of the passagv into modern torms prosenta little difficulty.

The function y = exp{¥{x)} is the probability density of an observable random variablo, say X.
Further contoxt suggests that, in addition to z, the particular value of X, the function y depends upon &
parameter, eay §, and that the actual velus of this , 88y @0, is unl The valuo gy is des-
cribed by Edgeworth as “'the sought point to which tho observations relate” and, later on, as ‘‘the true
point, say z, .... . In order to avoid tho use of tho samo Jotter z in savoral difforent meunings, 1 introduco
tho symbol 8.

The aymbols ¢zj for § = 1,2, ....,m and j'= 1, 2, ...., » represont indopendont obsorvations on the
variable X arranged in sn samplos of n obsorvations ouch. 'The function ¢ describod as "that function of
tho given obsorvations, which affords the most probabls valuo (as detormined by inverse probability)” is
simply the i likelihood ostimator of @.

Edgeworth's nssertion is that, if X is an nl,mbive oatimator of 8, basod on the samo observations
a4 ¢ and aubjoct to somo not distinctly stated limitations: '‘where X {like @) iy o symmotrical function
hoving the properties of an average,” then the asymptotio nican equare error of ¢ will bo loss than
(prosumably, not greater than) that of X.

Edgoworth waa not able to prove his conjeoture to his own satisfuction ond tried to onlist the help
of Lovo. Unfortunately, Love's success was limited. Howover, Edgoworth's sssertion compares favourably
with thoso found in & number of recent books on statistics which Qatly assert that, as provod by-somobedy
or othor, the asymptotic variance of MLE is a minimum, without any limitations. In favour of Edgoworth
is tho realization that some sort of restriction on tho nltAmMivn eatimator X ia nocessary.

The idens of Edgoworth did not scom to have muoh i on tho thinking of tho
statisticians, and tho abovo cloar out statomont of tho prosumed optimal proporly of MLE wont unnunc«d
89
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The idea reappoarod in the literature fourtean years later in the fnmeul paper of R.A-Fisher to whom wo
owe a great number of other conoepts and torms, Mei , ota. . Horo, again,
the origin of MLE was in the degres-of-bolief approach to umm.wn but besed on principles diffaront
from thoeo of Edgeworth. Also in this caee, the original approach, which appears to me dogmatic, was
folk i by i ingly behavioristic studies. This part of history appoars adequately covored
by Rao, and I noed not onter in any dotails.

4. Bofore conoluding I would like to roqueat Professor Rao to explain his philosophical standpoint
a little more clearly than he does in his papor. Somo passagos in his paper suggest tho posaibility that,
in Rao’s opinion, MLE should always bo used irrespeotive of the properties it may havo Does Rao really
mean this? Tho passsgos I have in mind include Reo's 1 ion and his Conclusi

In his Introduction Rao lists four different reasons for which i 1i hos
boan mainly eritioisod. In the Conclusions there aro listed the various advantagos of MLE. It looks as
if the choice of & method of estimation is treated more or lees like the choice of an automobilo which a family
will havo to use for a number of years. All automobiles on the market are open to some criticisms and soma
of them have cortain advantages. The standpoint of Reo scoms Lo be that the advantages of the nuto.
mobile MLE igh the disad This i ion is fortiflod by Rao's dealing with what ho conei.
dors as eriticisms of MLE. Ono reason listed is that in certain cases MLE have beon shown to be incon.
sistont in the ususl senss of the torm. This fact is not denied by Rao. Instead, he introduces a distinction
between PC and FC, coneistency in the sense of convergenoce in probability and consistenoy in the sonse of
Fisher. Also there are some other interesting connections in which the term consistency is used. It is
then shown that in some casee Where tho MLE are inconsistent in one sense, they are conaistent in anothor
sense,

Another ground for oriticisms discussod by Rao is that, in some specified cases, i L
ofa 8 aro roadily available with mean squaro orrors that are loea than those of MLE. Iu one auch
0as0, Reo's stand eeoms to Le that it is pointless to Lry to estimate §. In my opinion, the differonco be-
tween selocting an bite and selecting o mothod of estimation is that the car is, 80 to speak, indivi-
sible. It mlmpoanlble for a purchasor to uluuoma b istics of a Volk gen, very desirable for short
trips in town, and combine them with certain other clurwlomuu of a Rolla Roycs, most desirably for
extonsive travel. If tho family is limited to a single car, it must face the necessity of weighing the relativo
advantagea of each mako against the disad No such ity oxists in the choice of & method
of estimation. Provided one knows tho properties of the soveral methods available for the given problomis,
snd pmvnded ono ia cloar as to what one wanta o achieve, one is at liborty to use MLE in cortain cascs and
sorme ive oati in othera. H , in order to avoid disappointments, it i8 quite essential
to know what the propertiea of the differont eatimators aro.

From this point of view, tho authors whom Rao conaiders as oritica of MLE, are not really critics.
They just provido us with vuluable information.

In order to make Rao's philosophical atand quite clear, I suggest that he gives an unambiguous
answor to a trivial quoation which, howevor, is both spooific and illustrative. Suppose that an association
of faoct of certain ing ingtruments is anxious to have a formula for estimating the error
variance @2 of each instrument. Suppose that with each instrument a moderate numbor »n of independent
moasuromonta are made of a large numbor N of different objocts. With the usual assumptions sead with

the usual ion, the two i are
S = nN 5 E | @i —a)e
and §1 = ns;/(n-l).
Tho firet cati .S% ia the ML oeti; The socond is not. However, the first estimator has
an oporational proporty which may scom undesireble: it ie i i In fact, as N— ,the

first catimator tenda in probability not to @ but to a smaller nuraber (n—1)/na3  On the other hand, the
socond estimator ia consistent and, in fact, unbiased.

The question je: which of the two ostimators would Rao recommond? I hope that Rao's advics
will bo behavioristio, in favour of §3. If it ia not and if ho insists on MLE, tharo may bo troublo. In fact,
thoro may bo a lawsnit for damagoes. For, if ono of tho manufacturors, say A, has his n = 10 and another
manufacturer B has n = 2, tha mnnufacturor A will have a logitimalo reason to complain,
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Hero in another quoation. In his paper Roo writes that someono hoa suggestod thni the super
afioiont estimators constructod by Hodgea ond Lo Cam bo used in practico. Would Rao kindly indicate
who made this suggestion. Tho point is that, with Rso's statoment na it now stands, tho rendor is likely
o think that the suggeetion came from either Hodges or Le Cam or from both. At thie I would be moat
gurprised.

The Hodgos:-Le Cam ostimators are the ususal count exemples shewing that cortain thoorems,
thought to have been proved rigorously, are in faat, falso. In the prosont czse tho theorem in quostion 'ia :
out of all i and asymptotically normi esti the MLE has o minimum esymptotic variance
for all valuos of the esti d . Hodgea’ plo ahowed thal Lhia theorem is false and that,
for the assortion to be true, it is necessary to consider not all tho estimntors of tho kind describad but thoso
of eonie limitod class.

Riguuk

Lo popier intéressant de M. Rao me suggdra lq -6flocti d’ordre phil hi et quel-
ques autros. dordre historigne. Promidromont, il me parait frappant quo loa catimatoura do “Maximum
Likelihood" (M.L.E.) somblont 8tre rezonimandéa par certaina autoura, dont M. Rao, pour doa mu(ns
de doux o3p2ced différontes : parce qu> dans cortuins oas cea osti i des propriété: dé-
sirables ot paroe que lour usage ayatématique et une affaire de principe, indépendamment des consé-
qnences. La prsmlém raison est toute naturelle, maia Ia deuxiéme me parait Al.nnge
Considé gq ine A Pour ol téri leur on  emploie
chaque nnqlrnmonl pour faire s moaures indépendantes sur chacun des n objots différents. Soit

Voiui un exemple,

Xij=N ((‘, 'a ) une do cea mosures. Une agence publique, dont le but est de charsotériser le précision

moyenno des instruments produita par diffé fabriques, a beeoin d'un estimateur de la variance 02 de
Perreur do mesure. La formule
$=3% F(x *
= ! (Xj—X¢.) mn )]
(el feml
pré Pesti M. L. Supp quo doux usines, A ot B, produisent dcs instruments identi-

ques, aves o = |, Suppsons quo dana la fabrique A on a m = 2. Alory, ccmmo oa le aait bien, lorsque
n augm~nto, lim p St = 0.5, D'autre part, ei dans la fabrique B on am = 10, alors lim p §2 = 0.9.

Dono, dans o> oas, l'application de M.L.E. duirait & une losion fausse que lea instruments
venant de A4 sont heaucoup plus précia que ceux vansnt de B. D'autre part, il eat aish do définit un
estimateur do 07 n'ayant pas cel iaconveni Ce qui m'inté o'est i M. Rea recommandrait I'usage
de (1), momo dans les conditions indiquées, pour l'uniqu» raieon que cet usage ea!. presacrit pu le
priacips> de M. L. do M. Fisher.—Un détoil historique : A ma i la p de
fi lor un théordme impliquant lea propriétés désirablea dcs M. L. E. e trcuve dona un travail de

F. Y. Edgeworth publié en 1908. J'on oite un paasage dans mon texte anglaie.

Mg, Krracawa: I believe that Mr. Rao haa been most auceanful in nl.tmmng hia main purpose
in this paper, namoly, in lving epp and i in likelihaod by refor.
mulating the notions of officiency and consistenay in & very natural and elegant way and also in closer
connection with the original ideas of Sir Ronald Fisher. It is the merit of the present paper that furthor
disoussions can aad must be done from any more ial dpot includ'ng phil hical ones
than thoso connocte: merely with mathe¢matical technlques.

Ma. BerxsoN: Professor Rao hss presentod a novel concept of ecatimation, and it is
interosting to visualize its operation in the bio-essay case. Recall héw the bio-assay probloem arissa in
ita modica) application. The physician has ordered the administration of, sy, 200 units of insulin in a unit
volumo and the pharmaoist prepare a solution with that i If his atock solution containg 400
units por unit volume, he will dilute it to half its strength. If it containa m unite he will dilute it in a pro-
portion of 1/m. He makea & bio-nssny to find out what is the value of m. In terms of the decision concept
of estimnli '.he isi lvod here is the number of oubm centimotars of diluent to add to the stock
solution, in ordnr to bring it to the strongth ired by the physici The of the afficnoy with
which tho bic-nsasy is accomplishod is somo avorage of the orror made in estimating m, and tho cloasio
measure used, though not tho only concoivablo onc, is the niean square orror. Porhaps wo will givo it loftior
slatistical prestige if we coll it a 'loss function.”

2}



SANKHYA : THE INDIAN JOURNAL OF STATISTICS : Sznies A

MRr. Raso that in iati imati is only an incidontal proceduro—that the
sorious isticnl objective is the d ion of tho data to oconomical farm so thee, for inatance, thoy
may be added to similar data obtained in anothor bio-assay. Wo can imagine doing this. Wo perform
a biv.assay and record tho reeulta in a atatistically efficiont way, porhaps as a minimal sufficiont atatistic,
perhaps as the whole likeliheod funetion. \Whon wo porform anothor bio-aasay we will, in an eficiont
manner, add the oficiently summarizod dsta of that bio-assay to tho afficiently summarized data of tho fim
bio-assay. When we make anothor bia-nasay, wo will add the officiontly summarized data te thoss alrady
accumulated, and so forth. Now, if inatesd of making n point ostimats in the ﬂmt instance and diluting
tho solution to tho required 200 unita in accord with that point osti tha i pumucs
the avowed purposo of cetimation to condense the data and to propare a wholo serios of Aducial limits in
the avnse of Fisher. or confidonce limits in the sonse of Noyman, what will happen ! Well, what will happon
in the meantinie is that the patient will die in diabetic comn ! This, of courso, is irrelovant Lo tho logical

develop of the fund; 18 of istics, but it in a point. Another point is that the law, in its
benightedness, doce not allow the killing of a pm.mnt with an overdose of inforenco theory and
an undordoss of insulin. If I am tho statiati yist following Rao'a thoorioca—and thix

is concoivable since I am a great admirer of Rao—I will bo committed to tho heosegow on the
charge of nmlpmcuco I hope that while I am in durance vils, my friend Rao will visit ne. It
will bo a il to late with him the ultimate nature of iatica and to realize that while
I am sufforing on bread and water it i8 in the noble cause of statistica considered aa right thinking
and correct rational infe gardl of joal

aa the proportion of available information (in a cortain sonse), oxtracted by a statiatic T'(8]8 It is
obvious that this cannot be a measure of tho efficacy of T as an eetimator. Any ‘‘random™ number or
oven a mesningloss symbol T that is a one-to.one function of the poasiblo samples will be complotoly
officient (sufficiont) in thia sense. Howevor, it would hardly do aa an satimator. But considering Fisher's

Now a word about the ization of data. 8 we accept Fisher'a mesguro of efficioncy

ficiency only as a of effecti d ion of data, what is the relation of it to maxi.
mum likelihood eetimation?! It shovld bo emphasized that Rao definitely did not say that this
i ily a8 much information as possible. But I have the improesion that auch

a claim has beon made, though this may be & misunderstanding. It seems to bs widely belicvod for
instance that whero a sufciont statistic other than the sample exists, the maximum likelihood estimote
will be sufficient and henco will extract tho total amount of information available [8] [98] [10]) [11).
But this is not atrictly truo. W)m!. sooms to be true is that the maximum likelihood estimate will be
a funotion of the minimal istio, but it will not ily bo a v function, and
therefore it will not ily bo suffioi In such d they seem to be of fairly common occur-
ronce, o.g. [5}—tho maximum likelihood eatimate would not be sufficient even for storing the total “in
formation.” For thia purpase, one should have to storo at least the sufficient statistica thomsolves. In
tho instance of the logistic function with binomial variation, there are minimal sufficiont statistics (or
its paramotors a, 8. For the case of a '‘bio-assay’ oxperiment with three oqunlly spacod ‘‘doses”

z, n= 10 animala exposod at each doao. holh to be esti d, 8 X* oatil which
I call the “'mini logit X3 FC aa well as consistent PC, and is asympiotically
officient, For finite ploa it is sufficient, and the total nmoum of available information. The
samo is true for an infinite numbor of other ltabl i though not in sll
such . The i likelihood eati! is also i FC md PC and is ssympto-

tically officient, but for finito samples it has larger mean aquare error than the minimum logit x* esti-
mate, and it is not suffioi It loses 0 b t of information, which is amall for an oxperi-
rent in which the probability Pp of response at the central doso is 50 por cent, but the proportion
of information lost inoroasos aa tho experiment is asymmetrically placed, and approachos unity as Pe
approaches 1 or zero. I should like to ask Profeasor Rao whether, with an experi such as described
he would atill prefer the likelihood estimator to the mini logit x2

SRao reiterates this definition, but one should note that Fisher did not Umit it to asymptoti-
cally normal cstimators, and apooifically applied it “to finite samples and to other cosea whore tho dis-
tribution is not normal."" Tho doBinition is porti 08 n of the sufflai; of  statistio, but
not o4 tho efficionoy of an oati . This distinction ig widely izod
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My position on oatimation is erudely aimple ta tho point of simplo-mindodnoss. Statistics is
usod for many purposes. Ono of thoss, ond in my own opinion it is the contrally important one, is
to i a iflod . Whon thia is tho abjoctivo, the moosure of tho relative worth of
an oatimator ia ;ho valuo ol‘ somo losa function such oa tha monn square orror. In using the menn mquaro
error, 1 do not mean to maoke tho world baliovo that ita loss is always proportional to the square
of ita error, a8 Rao impliew, but take it only ar a roprowontative loss function though, of course,
it ia tho clasaio moasuro of orror and tho moat widely used. It doos scom to ba & good working rule
to supposo that tho probability of making en orror greator than a critical sizo ia probably largor with
incroaso of the orror varianco of the moasure, though the conditions in which this is certainly
truo aro limited indend. 1 do not know any thooroms in which tho probsbility of significant orrors
is smallor, tho Inrgor the moan ecror, but I know samo in tho opposito sonso, for instanco the normal
law 03 n procies case, und the Taohebyshoff rulo for an approximate ovaluation. T do not think that
it ia a mattor of indifforonco whethior tho moan squnro orror of an ostimato is larga or small, and I
s00 no reason for proforring an astimato with largo moan square orror. Knowing nothing relovant to the
contrary nbout an assay, I should want medicino that I prescribed to be assayed by o method with
known amall mean orror.  Indoed, 1 ghould feal duty bound to insist on it. And if there wore a rosson
for my disregarding tho amall moan orror, it could not be bocause thore was anothor method that better
condonsod tho data. I quite disagres with Raoo whon ho dofince tho purposs of estimation es the
condonsation of data. The object of i i s to luate tho tar with a8 little orror as
possiblo, in somo ptablo dofinition of 'error.” To defino tho objectivo as condonsation of data,
irrospoctivo of orror, scoma to mo not to point up tho essontial purposo of cstimation, but to divert us from
it. Rao's apparent prodiloction for an assay with largs avorago orror sooma to me unnatural. His presont
bolittling of smalt mean squave orror is puzzling. 1 natice that olsewhoro ho charactorizea an unbiased
catimato as “beat™ if it has minimum attainable variance [12].7

Now thie doos not mean that the loss funotion of mean square error is the only concoivable one,
or that it ia neccasarily dofinitive. If, in a particular application, some other loss function suggeats itaetf,
lob it be invostigatad. Rao has quostioned my uso of tho moan square error, which ia Lhe losa function of
Gaouss,® whon comparing 8ome minimum X? estimates with tho maximun: likelihood vatimate of the para-
meters of tho logistio function and of tho integrated normal fi i In theeo inveatigations it waa found

7 Rao has informed mo that ho was only using accoptod torminology hore, without implying that
such an sstimator is boat from a practical view. Even 80, tho use rofleots a generally accopted attitudo and
doos not support Rno's suggestion that his viow is shared by most statisticiana.

8 Since Edgeworth and Gauss havo boon i d in this di i the following
from Edgeworth (7] referring to Gauss s interesting :

The roflections of the great mathematioian on this branch of mathematical physics deeorve to ba
transcribod hore —'‘That the metaphysie employed in my Theoria Motus Corp. Coel...ta justify the method
of loaat squares hoa been subsoquontly allowed by me to drop (Dass ich....habe fallon laeson) hos ocourred
chiofly for a reason that I have mysolf not montioned publiely. Tho fact is, I connot but think it in
ovory way losa important to ascortain that value of an unknown magnitudo the probability of which is the
groatest—which probability is nevorthelees infinitoly small—rathor thau that value by employiog whioh
wo render tho Expectation of dotriment a minimum (an wolohen sich haltond man das am wonigston
nachteilige Spiol hat). Thus if f(«) roprosonts the probability of the valuo a boing assumod by (fir) the
unknown quantity @, it is not so important (ist wenigor daran gelegon) that f(a) ahould be & maximum aa
that § f(z) F{z—a)dz, tho intogral extonding over ull pongiblo vnluae of 2, should bo A minimum ; when
for F ig solocted a function that is continually positive and 1} io a duo dogreo (auf oins
sohichlicho Art) with the inoroaso of tho variablo. That the squaro fa solooted for this purpose is “purely
arbitrary, and is in the nature of tho subject that thero should bo this arbitrarincss {Willkiirlichkeit).
Excopt for tho woll-known very grent advantages....which the choice of tho squaro eooures, ane might
havo choson any other funotion satisfying tho above conditions.”

Rao hes nskod mo why I thought it portinont to considor the square orror A8 & moaauro of thn
offtoionay of tho cetimators which I atudied. My rossons uro tho samo as Gauss's.

93



SANKHYA : THE INDIAN JOURNAL OF STATISTICS: Saries A

that somo minl X9 eati are more.afficient [1] (2) (8] [4]. But he has prosonted no parallel
analysis of thees oatimatos, on the basis of some othér loss function, disagroeing with this reault. Until
he does 80, judgement of his oriticism of my work should bo held in abeyance.

Although at one point Rao oritiolscs the use of the criterion of moan squsre error, at another point
he ssoma to approve it, for he suggests that my !‘diffioulties" aro due Ln having spplied it to the cetimate of
the wrong parameters. In my papers I was d with oeti g p a and 8 (location and
lula) of the logistic function. I shall explain that some 10 years ago, whon I became concarned with the

of istical bi y, I found that not only were there innumorable articles but there wore even
loverll books d with this problem (or ila quivalent in terms of other functions). Itwould scom
that this iteelf is sufoient justification for g tho osti of these p But [ mny go
farther, Wishing to got data and examples in utunl use, I communicated with several pharmaceutical
firms, and from one very important house I recsived copious data of bio-sssays that had beon performod
“by tho method of Bliea™ ("probxu," with maximum likelihood). In all those asaays a value of 8 was aa-
eumed as known from pi ! and the problem was to esti a (from whloh the E.D. 50
followed direotly). This was the ongm of my taking as tho di i blem for ical atatisti.
cal bio-assay the estimation of @ with 8 known, Rao says I should immd have considered estimating the
probabilitiea of doath at various doses. But it is not for the mathematioian to say what paramoters should
be eatimated, It is his function only to say how parameters that are apecified for him can beat be eetimated
—if he can! If Rao does not eay that the Py's should be estimated instead of @, g, but that it would be
ing and imp to ider tho esti of the Py's also, my answer is: “Yes, and I have thought
of it, but with my limited and primitive means of computation it was important to do firet things first,
and besides, this particular programme i not 80 easy to define, much loes to carry out, as it may appoar.”®
IfRao deairea it, I shall undertake some computations along thoess lines. I may say in advance, however,
that (1) whatever the resulta may turn out to be, they will not mitigate the reaults already obtained in
estimating a, 8, which have their own primary importance and (2) I do not snticipate an essential reversal
of my provious conclusion of the geners! rolative ineffici of the i likelihood eati parcd
with some minimum X? eatimates, in these experimenta.

Wo possess no principle of estimation the application of which ensurea a best cetimate in terms of
the mean square error or any other objective oponuonnlly meaningful losa function. For the case of mull.n-
nomial variation, I have defined an ded class of mini X3 eati which provides esy lly
efficiont eetimatee [2), and this oan frequently, but not always, be interpreted as elr.lmnus wn.h approxi-
mately minil i in large ) The likelihood esti can mosat simply be
regarded as just one of the eetimators in this olass of mini Xx? eati For finite ples, roally

of any size but euphiemistically referred to as small samples, we do not in general know which of theso esti-
mators has smallest mean squsare error,  Certainly there is no reason to believe that the maximum likelilood
is neceasarily tho beat. The only way to find out is to investigate. Let us not stifle investigation by assum.
ing that we already kmow. For some oases, I have found that what I have called the minimum transform X2
eatimats has smaller mean aquare ervor than sither the i likelihood esti or the
Poarson estimator, and, incidentally, amaller thau.the lower bound for the variance of an unbiased regular
estimator, which was widely thought to be-impossible. For a special case with the logiatic function I found
anothor estimator—the Rao-Blackwellized estimetor—which has even smaller mean square error. Mr.
Jossph Hodgoea and I[6] will present, at the forthcoming Borkeley Sy i another estimator, tho H
estimator, for the same case, which in & certain minimax sense is still better than the Rao-Blackwellizod
i Different esti can be developed for particulsr cases which have different operationally
-defined optimum properties. We do not have to have a lith iatl Lot § igation flower
along different paths, and let a thousand eetimators bloom!

T ahould like to take the opportunity to express my gratitude to Mr. Rao for his intereet in
my work and for the many invaluable suggeations that he haa given me in the oourss of our correapondonce,
1 have a very lively-app ion of the ity refleoted in so d & math taking tho troubla

to help me. I realive that his pressntation waa not made to derogate my work, but to provoke a clarifica-
tion of my viewa. I hopo my attempt to reply in & forthright- manner is understood in the suno spirit.

© Which P{'s I should idor oatimating 1 The partioular Py'a corresponding to tho threo
experimontal dosos hovo no spacial intorost.

94



APPARENT ANOMALIES AND IRREGULARITIES IN M. L. ESTIMATION

REFERENORS

{1] Benxsox, J. (1957): Tables for use in estimating the normal distribution funotion by normit
onslysis. Biometrika, 44, 411-435.

[2) ——— (1056): Enhnnl.mg by loast uqu.um and by i likelihood. P dings of the Third
Berkeley Synvp on iatics and Probability, Vol. 1 University of Calif
Preas, Borkeloy and Los Angoles, 1-11.

{3) ———— (1060): Estimato of the integrated normal curvo by minimum normit ohi-square with
partioul fe to bi y. J.A.8.4., b0, 529-5640.

[4) ———— (1955): Maximum likelihood and minimum X2 catimates of the logistio funotion. J.A.8.4,,
50, 130-162.

{5. Berxson, J. and ELvEBACK, Lrua (1860) : Competing oxponontial risks, with particular referoncs to
the study of smoking and lung cancer. J.A.8.A4., 58, 415—428.

[8) Berxson, J. and Hopoes, J. L. Jr. (1000) A minimax ostimator for the logistic function.
Proceedinga of the Fourth Berkeley on Probability and Siatistic In press.

[7) Eoaeworry, F. Y. (1808): On tho probable errors of fr Jour. Roy. Siat. Soc.,
4, 380-87.

[8} Fienzr, R. A. (1860): Thoory of atatistical eatimation, in Contribwlions to Muthematiocal Statistica,
John Wiley and Sone, Inc., New York, Paper 11, 700-726, 8ee p. 714.

[0 Matumx, K. (1947): Statisticd Analy~is in Biology, L i Publish Inc., Now York,
Offset Lithoprint Reproduction, 212-213.

(10} Moop, A. M. (1050) : Iniroduction to the Theory of Statistics, McGraw Hill Book Company, Ine.,
New York, 160.

{11) QuenoummLe, M. H. (1956) : Notos on bina in estimation, Biomeleirika. 48, 353-360, 368.

[12] Rao, C. R. (1852): Advanced Stotistical Methods in Biometric Research, John Wiley and Sons, Ine.,
New York, 139-140,

8i1r RoNaLp FiagEr: Mr. Neyman surprised many of ua by his claim in his recont momorandum
that Edgeworth introduced tho Method of Maximum Likelihood. Edgeworth in fact bound hia method
on the thoory of inverso p ility and ibed his notion spocifically to K. Pearson and Filon in 1808;
the Mothod of Maximum leelxhood may oqually bo found in thia papor, only Pearson and Filon were under
the misapprohension that the errors of random sampling were the same as thoso of the Method of Moments
rogarded aa axiomatic by theeo authors.

Edgeworth, however, onds his papor with the reservation that all that he had said referred only
to Measurca of Central Tendenoy and not to the more lox problem of “The FIi ion".

M=, KAtz lit lee observations suivantes soumiscs par M.G.A. BanNARD.

It seoms to the writar Lhat the so-called anomaliea in maximum likelihood eetimation arises from

d ding of the problem which tho method eets out to solve. The idea has grown up that the

objeot of an cetimation procedure is to find a single valuo for & parametor whioh mey in some sense be

rogarded as “beet”, givon a sot of data. Alternatively, an intorval is required within which the true

vslue of the parameter msy bo supposed to lie. Noither of theeo formulations corresponds with the

of acientiflo infe Thaeo oan, in the first place, bo mnghly specified as requiring both

a single value, to bo rogarded as “eati * and indigsolubl, iated with it, some meana of specifying
the “error* to which this estimats ia liable.

The method of maximum likelihood, in ita simplast form, anawera this requirement by giving as the

“estimato’ the point at which the log likelihood funation has ita i valuo, togethar with the inveres
of the socond dorivative of this function at the i which is used es an indioation of tho error. This
procoduro may bo “justificd™ in severnl ways, but perhaps the prinoipal justification can now be seon to
consist in Lho facta : (1) that tho log likelihood ion is always minimal suffcient, 80 that for problema
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of the type considered we need only aim Lo spooify this funotion. (2) Tha log likelihood fanction is ul'len
well approxi d in the neighbourhood of its by a quad o that a sp

of the location of the maximum, together with the socond derivative there, gwu us A good idea of tho gonoral
courss of the function.

From this point of view it la evident that wo may oxpeot *'anomalies™ to arisa when the log likeli-
hood function is far from being pcnbolio. and |L ia !.nvlnl that such instances can bs constructed, starting

from \{ cases, by i £ i of tho p Moro sorious
difficulties may srise whm it dm form of tho probability (density) function ol' the observations which
makea the paraboli may arise, for plo, with cortain conf of amall

samples from the Ccuehy dul,.nbnhon In such cases wo should bear in mind the principle of serondipity,
according to which, if we aro lucky onough to havo cbtained a samplo which happons to give a paraholic
log likelihood function, we need not concorn ourselves with tho problem of whet we should have done had
wo boon loss lucky. In other casse, whore sorendipity does not come to our aid, we may cither follow the
suggestion made many years ago by Fisher, of lpemfyu:g higher derivatives of the log likelihood, or wo may
use the of of the likelih ion, rathor than the seq: of ita Taylor coeffici

aa the basis for our specification. 1In the case of the Cauchy distribution this would load use to the Pitman
estimator, though with an interpretation different from his, eince we would think of it as associaled with
an “error” given by the second momiont of the likelihood function, rather than as a “'point cetimate.”

The problem of ap imating to the epecification of the log likelihood function, by way of the form

indicated, ia thus seen Lo hlve the sam:e limited degree of arbitrariness associsted with it aa do othor problonm
of approximation of functions.

In certain partioular a ical decision problem niay be d as lesding to what
has been called the problem of point estimation, and in such casea the loss function and a Bayesian prior
distribution require to be apecified bsfore a unique solution can bo arrived at. The fact that tho data onter
the solution of this problem through the likelihood function which they gonorate can bo veon a8 anothor

mode of justification of the likelihood Evidently, under suitabl ditie the
solutions to wide classes of problema of this type could be seen to be eeti which are fanctions of the
i likelibood esti together with the socond and perhape a few higher derivatives of the log

likelihood function.

Tho neod for a simplifiod description of the likelihood function by means of parabolic approximations,
or otherwise, can be thought of ua considerably reduced by the poasibllity, now existont, of drawing contours
of constant likelihood, for up to 3 unknown paramotars with the help of automatic computers. A spoci-
men of auch a contour map (for the programmo for with I ain indebted to Mr. H. Whitfleld of Imporial
Collego) for the unknown parametars p), 2 arising from tho 2 x 2 table is attached. The effect of the sknw
noss of the likolihood funotion for p can bo seen quite clearly and the limitations of the paraboloidal
mation are apparent. It is also evident that theso limitations would bo reduced canndarubly if tho logu!w
transformation

a1 = log pa/(1—p1), @z = log paf(1 - pa)

wero applied to tho parameters.

4 not-4 Total
3 7 10 Pd) =g
1 1 12 P(4) =p.

All tho cesential idean montioned above scom to the prosont writer to have besn Implioit in Fisher's
olassical papors, und tho only oxcuso for roatating thom horo ju that aubgoquoent devolopmonts have shown
that theso olassical papors havo not alwaya boon studiod with the attontion thoy dusorve.
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MR. Bmyeavac: I would like to congratululo Mr. Ruc on his prosontation of vory intresting
contributions to tho muthomaticul theory uf catimution, and vlso to thank him for hin clour atatement of
his goneml slandpoint converning the nuturo and purposo of the cstimation problom.  His view of estimation
ia u broud ono, in which s ginglo point vstitmule 1may bo used in u varioty of spurific ways, sono of themn
having tho churavtor of docivion-making or wpocific inferonco probloms, und sume of them sorving the pur-
poso of viiciont rocowding and intory fon of Lusic srientific or Ll 1 infurinution of more gonoral
intervst.  Thus Mr. Ruo’s view of ostinmtion is a kind of combination of tho two atandpuinia presonted
by Mossrs. Noymun and Burnard, und his gonoral problom ig that of showing how woll u singlo point
oatiniutor can sorvo theso broad and varied functions.

Tho standpuint which Mr. Neyman stated concisoly is ono upon which I busod the firut part of my
own vontribution horv lust woek: in tho problem of puint.catimation. which formully includos confidence
limit cotimation, in gonorul ull possible cutimators should Lo idered, und for a wpecifiod situation of
application of choico of ono ostimator should (at lonst in principle) bo wied on cumparisons of the probuability
distributions of all i Such compari and choiccs muy be informal or muy utilizo formal
eriterin, but they should rofloct appropriatoly the situalion of application and the statistician's pur)ioscs
and judgemonts in the given gitunti but the subjoct-matior of such comparizons and choivos is busically
those propertics of cetimatom, repreeented by probabilitivs of ercors of muny kinds, which admit direct
freq v intery jons.  This dpoint loads in typical probloms to largoe clusses of adntinsible esli-
mators, ofton including maximum likolihood osliniators among many others. Nonu of thvso ndmissible

tinimtons can bo olinii 1 from id a8 u muttor of principlo on tho grounds mantionod; choices
cun bo bused only on g ds of epocific jud, in spocific probloms and situstions,

Mr. Barnurd considons Lhy point-catimution problom itsolf to bo un incomplote and inndequate for-
mulation of anothor inferoncs problom., Ho stutos that the solution to this other problem is in prineiplo
tho likelihvud function itself, and that tho rolo of tho maximum likolihood point-cstimate iy imply to give
a partial duecription of the likelihood function. \What is thin other problum whoso solution is Lhe likelihood
function? I would call it the problom of informativo inforonce, and defino it as the problem of reporting:
efficiently, in moaningful objoctive torms, the statistical evidence, provided by an observed exporimental

, which is rol to tho statistical hypotheses (possible parnmeter values) under vonsideration.
Although the torm *‘statistical ovidonco™ is not in comimon ueo in mathematical statintics, I boliove that it
should be, b it ly an essontial fouturo of many important applications of statis-

tical lechniguos. Wlmt is tho natwo of statistical ovidence, and what arv its objoctive qualitative and
quantitativo proportics? As a familiar oxaniple, whon an outcomo of a sciontific oxperimont indicatos
rojection of one statistical hyputhosis in favour of anothor, on tho basis of a test having very sinall probabi-
lities of both types of vrrors, whut seoma mosl relovant and usoful fur typicul purposes is tho charactor
of tho outcome a8 strong vvidenco against tho first hiypothesis. It is u familiar fnct that rosults of atatintical
tosty aro customarily interproted in this way; one may wondor how ofton uny daxd statistical i\

would Lo used in sciontific resoarch if thuy did not admit such interpretations, which wo may call ovidential
intory tions, of Tho objuctivo basiy for intorpreting tho teat outcome ‘‘rojoct™ us strong
uvidenco aguinel n hypothouis Is tho ginall do of ile vrror-probuabilitiva, For tho familiar purpose
of ovndunlml mlorpmmuon of ono givon outcomo of a toat, it is onough thut the lattor probabilities ndmit

an o\ intor) ion in tho concoptuul sonse. Cortain rolative frequencive which corros-
pond v.u orror-probabilities uuuld in pl inciplo bo raulized physically, but will not bo so realized in connoction
with tho givon expori iun; although this objoctive inturprotalion of thess probabilitice

ia purely concoptual, it sufficee to support tho intorpretution of a singlo givon outcome ay statistical ovidonew.

Tho full analysis of the nature and struoture of statistical evidonco, in such: objoctive probubilistio

torma turns out to be a well-defined h ical p us ill d in tho socond part of my contri-
bution horo lugt wook. Such analysis may bo said to constiluts a muathomaticul thvery of informative
tatintical infe and its subjost-muttor is quito distincl from intunsitios of Leliof or subjective pro-

babilitios. Such analysia loads to v cortain contral position for tho likolihood funution; and this analysis
unfolda systomaticully, in objoctivo probabilistio torms, tho ovidontial slgmﬂmmcv inlierent in the likelihood
funotion iteelf. Such analysis givos support to tho olaim thut inf fi ghould in principl

7
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bo basod just on tho likelihood function itsoll, and in my opinion oliminates tho nowd for somo of thoe other
kinds of justification of thia claim, montionod by Mr. Bamard, which sooin somowhat loss dirout; on the
othor hand, it scoma casontial to dovolop the genoral theory of informativa inforonco, invluding complots
sxplioit probabilistic interpi ions of tho statistical ovidence provided by exporinionts of various matho-
matical forms, Tho simploat typo of suol intorprotations is illustrated by tho following examplo: whon
two aimplo hypothodos are considored, un outcomo which givoes tho likelihood ratio stutiatic the valuo 99,
rogardicw of the structuro of the oxporimiont in which it was obtainoed, haa tho samo qualitative and quanti-
tativo proportive, aa ovid , 08 the “rojoot’* ubtained by a utatistical tost having probabilitioa of
orrors of both kinds vqual to .01. Such oxamples and intorprotations illusirute Lhe nature of tho objective
prababilistic bridgo which can bo constructud to connoct systomatically tho two standpoints prosonted
hore by Mr. Noyman and Mr. Barnard.

I buliovo that such analysis clurifice cortain vesontisl unities and cortain essential difforoncon hetwoon
the two standpoints muntionod, and that it can throw further light on tho possibilities and powible limita.
tions of progrmmmes, such as that of Mr. Ruo, which aini to go ai far as pumsible in dovaloping a singly
typo of inforonco mothod which will prove satisfuctory from both of thoso standpointu.

Ma. Rao: It is my first duty to oxproas thanks to all those who contributed to the discussion.
I havo intentionally mado somo provocative statonionts in my papor to invito criticism nocessary for n
proper undorstanding of tho issucs involved. I think iy plun has borne fruit. I would liko to consider
tho various points raised in tho discuasion under a numbor of hoadings. The firat ono ia historical.

1, HISTORIUAL ABPECTS

T must admit I havo not touclied on the historical aspocts of the m.l. mothod udequately, as that
would bo outsido the scopo of tho subject assigned to mo. But sinco Mr. Noyman raisod soino historical
issuce in his discussion I havo Lo answor thom.

Mr. Nuyman atatos, ‘us far as T am aware, the priority in the approach of m.l.o..... bulongs to F. Y.
Edgoworth {10081)"12, a statomont which Edgoworth himeolf would have contradivted sa ho attributed
tho mothod to Gauss, Loplaco, and Poarson (footnotes on pagos 384 and 393 of Edgoworth, 1808a). It
also appoam from Edgoworth’s undemtunding of tho oarlior writors that tho justification of m.l.o. consiats
in the invorse probability nrgumom.. Edgu\\onh (1908b, p. 500)!1 himsolf supportod this viow and was
ulso awaro of tho contradicti | in assigning tho same u priori probability distributions to differont
fi i of but ded that tho mnuor was not sorious in large samples und for functions
not out of tho ordinary (p. 302, Edgoworth, 1908a). It iy, indood, surprising that Mr. Noyman, paraphras-
ing Edgoworth's work, asserta that tho eetimalo obtained by the mothod of invorse probability (i.c., by

maximising tho « posleriori diutribution) is in fact the m.l. cetimate. If3 is an nul estimato of 8, thon

;(3) is an m.l. estimato of any ono-to.onv function (8), while such a proporty iu not truo of vatimutes
obtained by tho inverso probability argumant.

As for Laplaco's work, it is cloar from tho interprutation by Todhunter (1803, p. 876, 585)!3 that
Laplaco nover stressod the choico of “moet probable result” nor did ho justify it uso in proference to any
othor mothod. { had no accoss 1o contributions by Gauss on this subjoct, but I take tho liburty of quoting

r. Barnard who thought that Gaus's justification of maximising tho probability for eetimation of pura-
metors is not free from invorso probability.

10 Edgoworth, F. Y. (1008s): On tho probablo vrrors of fi JRNS, LXXI, 351,
1t Edgoworth, F. Y. (1008b): On the bablo orvors of froq JRSS, LXXI, 490,
11 Todhuntor, I. (1885): A History of the Math ical Theory of Probabili Chalsea Pub-

lishing Company, Now York. (1048 odition),
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Karl Pearson (189812 used tho m.). mothod in ostimating tho correlation coefficient without offering
justiBication (p. 125), but his aubsoquent work with Filon {1888)!¢ on dard errors of 'fi
(unmnwa of purametars) did not show that he was considering m.l. eatimates. It appears that thoy woro

p the innce matrix of the asymptotic a posteriori distribution of the
pnmmomnu pmmmnbly dorived from & uniform a priori distribution and a sufficiontly largo samplo. The
analysis was not, howevor, ngoroun 15 We may thus infor that the authors wero attompting to dorive
tho Rsymptotio dard deviation of eati which aro tho mean values of the a posteriori distribution,
or thosn obtainod by imising the a p iori probability density of the paramoters. It is, however,
somewhat puzzling to note that Pearson used the same oxpressiona to determine tho saymptotio standard
orrors of estimatea obtainod by tho methed of momenta aa well. Tt is also well known that Poarson did not
advocate the use of m.l. in his subsequent writiogs.

A roference has also beon made by Neyman to the result of Edgoworth, proved with the help of
Lovo, that tho moat probable valuo (as dotermined by inverso probability) has tho “‘amallest moan square
doviation from tho true point.” This, indeod, is a remarkeble attempt although the class of alternative
estimatea was very much restricted and the estimation waa confined to location and scale parameters. A
difforent argument ia necessary to eatablish this result for the cstimate of any general paramotor and under
losa restriotive conditions on the olaes of estimates. The reault, however, is not true, as obsorved by Hodges
and mentioned by Neyman in the prosent discussion, without any restriction on the class of oatimates.

Wo, therefore, do not have any litorature supporting prior claims to the method of m.le., e8 8
principle capable of wide application and justifying its use on reasonable criteria (such as officiency in a
sonse wider than that used by Edgeworth and comsistency) and not on inverso probability argument,
before the fundamental contributions by Fisher in 1922 and 1925,

2. PHILOSOPHIOAL STANDPOINT

Mr. Neyman wanta me to explain my phil ical dpoint on eatimati “'Should m.Le. alwaya
be used irreapective of the pu’)portieﬂ it may have 1" If I understand correctly the apirit of this qucstion
and the emphasis on point cstimation by Ney (in tho case of contamination of water) and by Borkson
(in d. ining the ion of a soloti T must differ from their plulosophy qmw nhnrply. I think
forth imation of ination of water, instead of giving a point estimat. d and
considered safe (in eome sense), a statistician should ideally provide the customer with a wholo soriea of
inferencea about the unknown valuo and tho iated risks or For i in largo samploa
undor fairly goneral conditions, an mllmm such aa that obtsined by m.]. together with its standard orror
estimuble from the data th lvea p: the plete apswor. In amall samples, mechanisnis exist,
uader favourable circumsatances, for providing Bducial probablhty statements or a whole serics of fiducial
limits in the sense of Fisher or confidence limits (interval, upper and lower) in tho sense of Neyman.

T do not see how considerations of bias, under or over estimation arise. Agsin in the example of
estimation of variance of an instrument, Noyman suggests that I should preforably give an unbmned
cstimate, if I have to escape “the lawsuit for d. by the fe of the
that a lawsuit is flled whonever there ia an error in the esti an unbii i can only give 8
mental consolation that errors made, however large they are, even out in the long run, although heavy
damages may have to be paid every time ! It muat b noted that if one adopts the '‘minimum mean square
error* critorion for the choice of an esti the unbiased imale mey not even be admissible in the
senso of decision thoory. If the damage to be paid is proportional to the square of the error, I should not
give an unbinsed estimate.

1 Pearson, K, (1806) : Mathematical contributions to the theory of evolution IV. Regression,
Heredity and Panmixia. Phil. Tyans. Roy. Scc. London Series A, 187, 253,

14 Pearson, K, and Filon, L, N. G. (1888) : Mathematical contributions to the theory ol‘ ovoluuon
On the p errorg of fi and on the mfl of random ‘selestion on and

correlation. Phil. Trans. Roy. Soe., Londom, 191, 220.
15Thia problem is now under investigation and it i hoped to publish some of the reaults elsswhere.
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I am awaro that in some h ical probt suoh as ob & pooled catimats by avoraging
parallol estimatos, one nood to id bissed or ﬂﬂlﬂ)’ bissod ostil This can bo achioved, in
many casea, by a suitablo adj of an ilabl

What I msintain ia that m.l.e. provi a iont v of data, 4 bly botter than

other mothioila in large samiples, for answoring quostions of intoreat concorning an unknown parnmetes,
and not that a paint satimate obtained by maximising the likelibood is the anewer o any apocifind question.
Neyman and Berkson were ropoatedly asking moe during the disoussion whether I would auggeet tho m.l.
estimato in all situntions. I do not know how tho misundomtanding has arisen.

1 am glad to noto that Neyman locks upon “‘super only ns lee t0 show that
the definition of efficiency as the i of mini amymy ic variance is void without some roatrie.
tion on the wstimate. But I donot seo why. in large smmplea, Hodgea-LoCam *super officiont’* eatimatos or tho
“auper efficient” eatimato given in tho presont papor for the mean of A normal population should not ho
preferred to 2, tho samplo mean (from behavioristio viewpoint). On tho banis of decision thoory, thoro
is, perbapa, justification in doing so, or at loast 2 has no dofinite claima ovor the othor. My objection is,
howover, for other reasouns. The super officient catimata of the presont papor ia a function of the modinn
and tho menn of a kamplo of observations and is, therefore, lesa useful than 2, for purposss of atatistical
inforence. Tho “'supor efficiont™ estimate of Hodgea-LeCam ia, however, cquivalont to m.lLe. in large
samplea, i.0., efficient in the sonse defined in the present papor and one may expect no substantial diffor-
ence in the infersnces M-oclned with the two un.mmun in large mamples. But it has cortain dofects.

For i ita aaymp! dard dovhuon bolng ad i function of the unk n p
doea not admit b i i i1 1y, the i ion of & “super officiont’ catimato for in.
foronco on the unk m p b a littlo complicated,

3. MINTMOM MEAN 8QUARE ERROR

It wan not my intontion Lo bs unfair to Berkson in pointing out cortain defecta in the critorion af
minimum mean square orror. Thoe example duo to Silverstone of estiinating the probability of auceras
by the conatant 1/2 niay be of & apnacial nature. But we have a number of oxamples to illustrato Lhat smatler
varianco doca not noceesarily moan higher concontration round the true value. It docs not also imply that
an eatimato with a emallor variance provides a better discriinination between nltornntive values of the
paramoter. Recently, at my i 8atl (1980)1e ined tho rolative powers of two statin.
tica ¢ and 2 ¢+, (where ¢ and ¥ aro tho maximum and minimum respeotively in a samiplo of size » from
& roctangular population in tho rango (8. 28)), for teating the hypotheais that § = 5. _Although asa an cuti-
mato of §, tho ni.l. catimato ¢/2 has uniformly largor varianco than (2{119)/5, an alternative catimato,

it has bettor powor as a test oritarion for valuoe of § closs Lo the asigned one. Sinco eeti with
moeen rquaro may not have ofher desirable properties, 1 was, lly inclined to ask Berk about the
gnifl of, or the ivation for the choioo of this oriterion.
Borkeon obearves that if he follows my philosophy on theory of eatimation, it will bo di in

roatine practico as in the uso of a bio-assay for medical purposes, bocauss one has to wait indefinitely col-
lecting more and moro cbeorvationa bofore a decision can be reached. I have not said that deoisions should
not and cannot be made on the basia of available data, however meagre thoy are. But I am not convinced
that an cetimats which haa minimum mean equaro orror will bo of help in minimising the mortality among
his petienta. I will ooly be too glad to ncespt Borkson's prooodure if tho latter wero to be true. I am
suro that for a statiatical procodure to bo mado available for routino practios the .ppmuh ahould be aomo-

what differont. Past dota, na they late, must be offectively used to imp the d
The theory of catimstion as developed by Fuher is mon suitable for auch sitnations. It ja noz claimed
anywhoro that the m.l. ostil aro jstics, although they are explicit functions of

tho lattor. It may bo eeon that in tho problom of fitting a logiatio fi

ifled by two pa

18 8othuraman, J. (1080): Conflicting oritoria of “Goodnesa™ of atatistica. Sankhya, serice A
({in pross).
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a, B) to hio-axay data, tho m.l. methed doca provide minimal aufMcicnt. statistica in samples whore the m.l,
oatiniates are peoperly defined.  IF a wuitabls ronvention of wpecifying an catimate, like the one suygeated
by Silveratone, is adoptel in tho ease of waniplow for which tho m.l. estimates of ono or both of @ and #
an not finite. aufficieney of mLLL catimates ean be claimed for all samiplea.d?  The sitnation ia aot so siniplo

in the ensn of ) mum logit X7, advesated hy Rerksan.  (enorally, the catimatos obinined by thin method
are ot sufficiont. But Barkson inaistx on qunting one exnmple with 3 doses and 10 animals a1 sach doxo,
in which eaae, with the application of a dlubiaus rule guch as 20-th, the minimum logit X2 catimate happons
tn bo sufficient,

Terkaon gives no ather argument in fuvour of moan aquare orror, exeopt That it in a ropresantative
losa funetion. and if, in a parlicular appliention. sonie othor lowa function. nuggests itself, lot it be investi-

gatod : suppose @ and a* aro two altornativo retimaten of a pammoter a such that,
E{a —a)?» E(a® —a)*

and thor exista a fuaction ¢ such that

Ef8(@—g(@):< E[pla®)—p(a)

thon the eatimato of & abtained by using one loss function is not good with reapent to another losa
function. Surh situations are nol raro and any numbor of oxamplea with a reasonablo choire of the
function @ cnn bo given. In the prablom of fitting the logistic function, I venture to auggret that some
incroasing funetion of the difforencea betwoon hypothetical and ostimated probabilitics of success or
failure at cach dose, may be a bottor indicator of the good of oatimation than tho devintions
in tho catimatea of pammotors @ and A themsolvea. 1 do not know whothor a minimum logit X2
catimate would havo amallor oxpoctod losa than other typea of oatimintos when loss functions of the Lypn
indicatod aro considered.

4. OTHER ARPECTA

The vinwa nxpressnd by Bamnard an point eatimation, the role it playa in apacifying the likelhoood,
and ita rolation to & practieal docision problim do nnl scem to bo in conflict with thosa in my papor.
Both of us have tried to interprot Fishor's work on catiniation, thongh not completely nnd not in oxactly the
astio way. 1 hopo they will serve to romovo some wrong notiona ahout m.l. found in recont liveruture.

1 am particularly interostad in Bimbaum'a contribution to the theory of cetimation aa it providea
A small mamiple justification to cortain cetimntion procodurca including the m.l,  This in a far more difficult
tank than what I have atiempled to do confining my reniarks mainly to tho case of large samplos. I cannol
think of situntiona whoro serioun deeisions are taken on moagre evidenco suppliod by amall samplea, while
in routine praotico such as tho application of control charts in industry ono Inay think of spocifying rules of
astion based oven on very small samplea to minimise certain rinka in the long run. Further discussion on
the thoory of oatimation in amall ssmples a8 ntlompted hy Birnbaum would, no doubt, bo of great value.

1 would also wish to takn the opportunity of mentioning a few reanlts in conneetion with the in-
vaatigation montionad in tho laat paragraph of my paper. It was thought lhnt no distinction could bo
mado in largo aamples nmong eatiniation procedures such na m.l,, mini I dified mini
chi-square, ate. sincs thay all provide asymptotically officiont cetimates in a mder AONHO. ofl B (I and ¢

aro informntions, per ob i inad in tho atatistio T and the sample reepoctively). I!ub 08 nmnllon(-d
by Fishor in tho 1925 papor, diffs o in tho aetual of information contained in difforont catimates
aro maro rolovant. It haa hoon possiblo to compulo a quantity, analogous to, If not same as, tho limiting
difforonco in tho total information containod in tho atatiatic and in the samplo and eatabliah that the m.l.
mothod has tho Inaat limiting lass. Tho mini hi-aq , modified minii hi-sq , and other
rolated mothods have a groator loss. The nctual valuca are givon by the author in s paper undor print
in tho Procoodinga of the 4th Borkoloy Symposium on Statistioa and Probability.

17 Tho omphasis should bo not on estimating the paranioters @ and & but on probabilitica of doeath
&t various doscs. Tho parnmotor spaco has thon to bs proporly dofinod in torma of these probabilitics.
Onco this ie done, many diffculties montionod by Dr. Berkson would disappear.
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