ON SIMPLE RANDOM SAMPLING WITH REPLACEMENT

By P.K. PATHAK
Indian Statistical Institule

SUMMARY. Innimplo random sampling with replacemeat, Basu (1858), and Des Raj and Khamia
(1053), showed that for estimating the populstion mean, tho averago of distinot units is moro ofoieat than
the overnll sample mosa. In this papor, a dotailed treatmont of tho above problem ia given, and the exact
cxpreasion for the varianco of abovo eatimator is dorived. The relative effici of the abovo
with other cuti is also id) An imp \ oati of the population varianco is obtained,

Finally, & comparison botwven tho two simple random sampling achemoe (with and without roplacoment)
is mode.

1. INTRODUOTION
We index the N population units as 1,2,..., N, and let ¥; be some real-
valued characteristio (in whioh we are interested) of the j-th population unit.* Here
we consider the problem of estimating the population mean
Y=N13Y,
and the population variance o' = N1 Z(Y,—P)
For simplicity we refer population unita by capital letters and sample units by small
letters, e.g., u; and ; will denote the unit index and the variate value respectively
nssociated with the ¢-th sample unit.
2. ESTIMATION OF ¥
In simple random sampling (with replacement), Basu (1058) considered two
estimators of the population mean
(i) §=1/n Z y, = average of n sample units;
(i) §, = 1/v S g, = average of v distinot units observed in the sample.
If we record the sample of observation as
8 = (2, %4y .01 T)s
where 2; = (y;, 4;); and if v be the number of distinot units observed in the sample,
Basu (1958) showed that the ‘order-statistic’ (sample units arranged in ascending
order of their unit-indices)
T = [y, Zan - Zin]

(where Z;, = (¥ %)), 8nd Yy, is the variate value of the sample unit with unit index
u;;)) forms a sufficient statistio, and therefore, for any ex (downwards) loss function

EG|T) = By, |T) = 9, e (21)
has uniformly smaller risk than §.
An exaot expression for variance of §, is given below.
Variance of §,. We have

V§) = BV, 1) = B (v—5) & - (22)
where 8 = [N/(N-1)]od.
jruns from 1 to N 3 € from 1 to n ; and () from (1) to (v).

287
11



SANKHYA : THE INDIAN JOURNAL OF STATISTICS : Seres A

) 1y _ In-iqgnig 4 Net
Since B (T)‘ ST T, (Pathak, 1061)
n=1 1 — 1)1
vig) = AT A AW (23)

For large samples, it is rather cumbersome to compute V(7). An approximate
expression for V(j,) valid for terms up to order N-% is given by

1 1 —1
V@) = =gt ‘l’;N,’] o . (24)
3. ADMISSIBILITY PROPERTIES OF OERTAIN ESTIMATORS OF Y

Let T denote & certain class of estimators of ¥. For a given loss function,
let R(t) represent the risk (or expected loss) associated with the estimator ¢ of ¥.

Of the two estimators ¢, and 4 of ¥, ¢ will be said to be uniformly better than
ty if, for o given loss function,

R(4) < Riy) - (3
holds for all possible values of {¥y, ¥y, ..., ¥) with strict sign of inequality holding
for at least one (¥, Y ..., Yy)-

An estimator ¢ belonging to I' is said to be admissible in T' if there exists no
estimator in ' which is better than ¢

Now we consider the problem of finding admissible estimators of ¥. As
the ‘order-statistic’ T' is sufficient, we have to restrict ourselves to functions of 7
only. Moreover, the distribution of T is not complete, therefors, many different esti-
mators of ¥ can be suggested. For simplicity, we shall consider the following class
of unbiased linear estimators of ¥.

I = fiv) GoHfilv)- . (3.2

In view of the fact that ANEFAO ST AN
obviously, necessary and sufficient conditions for §, to be an unbiased estimator of

Y, are

Blf(v] =1 and E[fv)) = 0. . (8.3)
Consider now the class I' of estimators 7, which satisfy the conditions of (3.3).
Now V(@) = E[£10) (5 — ) 8]+ VLA +A0) ()

In order to choose a good estimator from I, we are to minimise (3.4) by proper
ohoices of fy(v) and fy(v). The first expression on the right hand side of (3.4) is inde-
pendent of fy(v); 8o, for a proper choice of fy(v), we are to minimise

V[fl(")i +A(v)]
which is minimum if ¥f,(v)4-f,(v) is constant for all values of v, i.e.,

THOMA) = BT+ = ¥,
or filv) = FL1—f,(v)]. o (3.5)
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Sinco the above solution of fy(v) contains the unknown ?, the exact value of
fi(v) is not known unless fy(v) = 1. Thus, if we choose f,(v) = 1, the best estimator
of ¥ would be §,. However, in practical situations, when some a priori knowledge
about ¥ is available, it seems appropriate to approximate fy(v) by

Sy = ZN—f (), . (3.8)

where X is some a priori estimate of Y. For example, X may be taken as the estimate
of the population mean of the same variate obtained from some previous survey
etc. On the other hand, if no such information about ¥ is available, it would be
snfo to take fy(v) = 0. To choose the optimum value of fy(v), we have to minimise

1 1
E(S-7)
subject to the condition that E[fy(v)] = 1.
By Schwartz inequality we have

E[/}(v)(%—llv)].z[ (.l—llv)_lp L . (37)

v

The equality holds if and omly if

R YT O T _ R
fi = }(7—7,-) [1E(;—5) | = WN—ENE ). ... 3.8)
Thus, when some a priori estimate X of Y is available, the optimum estimate
of Y is given by

Y=L g g (1 (V)

Doy =m E[Nv[(N~—v)] 49

When no such information about ¥ is available we may use the following
estimator

[Nv/(N—v)]

o =WNT\')] ¥y (3.10)

The two estimators are admissible in I in the sense that they minimise the
first component of (3.4). Any estimator §, different from either of them cannot be
uniformly better than g, or #,.) because

V(§,q) < V(§,) for all populations where P = X;
V(f.@) < V(g,) for all populations where ¥ = 0.
Ezpression for E[Nv[(N—v]: Proceeding on aimilar lines given by the
author (Pathak, 1961), it can be shown that
¢ Pi..m
ENN— =02 Gf=s e (311)
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1= (F)a-unr+ . (7) a—mipy orm < g

where Dia ... ={
o, 0 otherwise.

Thus, we see that it may be quite cumbersome to cormpute the estimators (3.9)
and (3.10) in caso of large samples owing to the difficulty of computing E [Nv/(N —v)].
If, however, the sampling fraction »/N can be igoored, the estimators reduce to

. v % v ].
G =g 9.+X[1—E—M], o (312)

Fusy =E_Zv) . RENEREY

1t is easy to see that (3.13) is the well-known Horvitz-Thompson (1952) esti-
mator in case of equal probability sampling. An interesting ‘comparison between
V(i) and V(§,) is made below.

4. CoMPARISON BETWEEN (V#,) AND V(§s)
We bave shown that
D e e T (it VA T
Vig) = g ;

and V@) = B[V (g o] + V[ B {galv)]
—E [E"T:v)(_: _1\17_) S’]+E% (). TR}
It can be shown that
o= i-(i-3)'}

]

E(w) =N[l—(1_1_\17)n] +N(N—-1)[1—2(1—%)"+(1—3J ..];

snd V(V)=N(1—1%)"—1\"(1——;,)“+N(N—1)(I—Nz_)"

V(i) = m[lv{l_(l_%)”}_{l_(l_

o
7

2
[

—(¥N-1) {1—2(1_%)"+(1_%)"}]+1Wi§)"]’

x[ 1—%,) -¥ (1) +¥w—) 1—1%)"] o (42)
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" 2 .
1:;") Vgim) = & "_‘+2'-‘+i§v‘-+(N‘l)._l‘wE-'l‘)'[(l_ﬁl) —(,l_ﬁ-) ]
(7 Kn) = "
[l—(l_ﬁ) ]
P e )
¥ (1= (1-g)T
= 0, 8'—C, 7. (say) e (43)
Thus §, is better than ., if
Y
and worse if ;_: > g_':

Approximate values of 0y and C, for large populetions correct up to terms of order
N-3, are given by

g, 1 +5(""_l) .

= 2N 12008 ’
_ (=) _(n—1)n—2)
O="%N ~ mam (4

The above comparison shows that if the aquare of the population coefficient of
variation exceeds (n—1), then §, has smaller variance than §,. Moreover, if we
have some a priori knowledge of ¥, it would be more pertinent to compare §, and
§wy- It can be seen on similar lines that #, is better than g, if

i Cy
T3 3’
and worse otherwise. This result shows that if ¥ provides a close approximation
to Y, it is always better to use §},, rather than §,.
We now state the following admissibility property of §,.
Theorem 1: If squared ervor be the loss function, §, is admissible among all
Junctions of §, and v.
Proof : Let t =g+ g, v)
be a function of §, and v. Suppose that ¢ is uniformly better than #,. Now by
hypothesis,
BY) = Eg, —TP+E[f(@ WP+ 2EUG—T) [@., WIS BO, TP ... (46)

holds for all ¥,, ¥, ..., ¥y. Take in particular ¥, = ¥, = ... = ¥y = C (say).
Then the above relation implies that
£IC vy =0. . (4.8)

Bince the choice of O in arbitrary, it follows that f(g,, v) is identically zero, which
proves the above theorem.
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5. ESTIMAYION OF VARIANCE

We now turn to the problem of estimating the population variance from
 simple random sample (with replacement). The usual estimator of the p it
variance

o%= N-1E(Y,-Pp
is given by the sample variance

1 1
"= "1 Ll -9 =~ ) ‘E"(y( =) e (81)
In this section, we derive an estimator uniformly better than s*.
Theorem 2 : For any convez (d da) loss function, an estimalor uniformly
belter than 8* iz given by
_[ Odm—0,tn—1)
] [—O,W‘ ] 4 o (62)
where em = v—(}) =1 (= (V)1
1 . .
ond = (\ITI) E (yo—9 N fv>1;

0  otherwise.
Proof: 8ince the ‘order-statistio’, 7', is sufficient, by Rao-Blackwell theorem,

an estimator uniformly better than s is given by
=r[ 1 —yo T | = Bl —yo) - (53
BoiT] = B [y I e lIT | = Elo—wI T} - (53)

When v = 1, (8.8) ia obviously zero. To derive (5.3) when v > 1, we observe that

B ) (7)
Plzy = 2y, 29 = 2| T] = ; a‘,l:'l a(,,( z)vu )1(,) (6.4)
YanToanl W '

(.8 =123..,v)
where I’ means summation over all integral a's such that
gty =n and @ >0 for i=132 ..,
and " means summation over all integral a’s such that

aptamt..+ap) = 8—2, 2y 30, ap > 0and ay, > 0; for k#izAi'=132 .., v
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It follows from Lemma 1 given by the author (Pathak, 1961) that
n!

E'—r= h(n) ;
ag b ayy ")

o _(n—=2) - _ — -
z m—(u” 2)4-20,_y(n—2)+0,_4(n—2)

_ C,n)—C,n—1)
- .. (5.5)

<Py =z, 2y = 24| T =£‘:%’g:(;)l) .. (5.6)

B#7=12..,v).
Thus, if v> 1

—y,)? )
E [ T 2y,) Ir ]= 5 W=t} 2y“ ) Plzy = 2y, 24 = 20| T)

C\(n)—0,(n—
= Gm—0n—1) l)[ I z(.'lm—yu'))’]

C,(n) 2v(v—1)
0,(n)—0,(n—1 1
= '(n)o,(n)(n . Gp) Pe=dr e

Therefore, for any v, E(#3|T) = E [(Vl‘z?/*)'w]: Cr‘”);’(c"‘-)("") & .. (68

where § has been defined earlier.
In practice the estimator s¢ requires the knowledge of the ratio C-g‘a;’
m

Table 3 gives values of O”b(n(:)l) correct to seven places of decimals for 1 {mn<60;
ml

and were computed from values of g'# tabulated by Gupta (1850).

The following results are direct consequences of Theorem 2.
If there are two characters ¥ and Z, the covariance between Y and Z
is defined by

O = I%z(y,—r)(z,—Z). . (5.9)

The usual estimator of oy, i8 given by

By = (“ITI) Ely—g)z—3)- (5.10)
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Corollary 1 : It follows from Theorem 2 that an estimalor beller than s, is
given by

0,(n)—0,(n—1 .
) = {% (;.()E—) fn o v>1 g
0 otherunse,
where 84, i3 the sample covariance based on the dislinct units observed in the sample.
The above theorom can be used to derive an unbiased ratio estimator which is
better than Hartley-Ross unbiased ratio estimator (1954). In the sampling scheme
under consideration, Hartley-Ross estimator is givan by
=7Z— ) = ¢2— s (¥ —7) (g2,
0a = 72—y (0—2) amy B (2 -) @
where Z = N1 X Z,, 7= 1/n Zy,/z; and z, is the value of the Z-characteristic, an
auxiliary charaoteristic related to Y-oharacteristic, of the i-th sample unit.

Corollary 2 : An estimalor bellér than gy is given by
C'.(ﬂ—l)

Cy(n)— G, — i 1
a1y = {2 gy e @ Y v (5.12)
72 otherwise,
where I I g Ly 2y
KR v

Murthy (1961) has extended the idea of ratio estimators to product

estimators. Similar to the well-known ratio estimator ﬂ_i_Z_ he has considered the

Pproduot estimator
7
5 (6.13)
for estimating ¥.
Corollary 3 : It can be verified thal an estimalor better than %z i given by
-ﬁ — _1 2 Yt _(r=1)
E[Z|T] 3 [_v L. a,(,,,] o (5.14)

where 8,y $2 given by (6.11).
Finally, the almost unbiased product estimator of Murthy (1961), is given
which ma.kesg almost unbiased. This estimator is given by

n gi_ 1 Ey‘z‘

P=GID 7 a=n nz (5.15)
Corollary 4: An estimalor betler than P, i3 given by
- Lo i
E[P, | T)= =7 —ZE- . (6.18)
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8. SOME ESTIMATORS OF V()

Some unbiased estimators of V(f,) are given by

vy(Jr) = l [ .-.n+(N—[)~—|] N

N ="

1

[ L (N=11 ) N [Cm)—Cdn—1)], |
am  uE)=| —F.—](—N_n =

am o) = Cealr=D 4,

C.(n)
= [[1-4 ) ]

v [ 1 e {1y
V) v,,(y,)—[(v W)"'N (1 7)]4 (to be used for v > 1).
The eatimate (II) is known to be uniformly better than (I). It appears diffi-
cult to give direct proofs of relative efficiencies of these estimators. The estimators
(IV) and (V) were given by Des Raj and Khamis (1958). The estimator (V) is condi-

tionally unbiased for v > 1. Des Raj and Khamis suggested the use of (V) for v > L
It is easy to see that

=% (6.1)

A little comparison will, now, show that the conditional variance of (V) is less
than the variance of (IV). The amount of decrease in the variance is given by

1

Viv)—TVivg/v > 1) = Fi

E(¥}). .. (68.2)

In general, this leads to the conolusion that any estimator 42 of ¢ which is
unbiased for o and is equal to zero for v = 1, can be reduced to give a conditionally
unbiased estimate of o2 for v > 1 whose conditional variance will be less than the
variance of 4% This conditionally improved estimator is related with & by the
following equation.

Nt
B=060 | .. (6.3

- [ (N"—N)] ©3
where o2, stands for the conditionally improved estimator of of.
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Numerical example. To study the relative efficiency of the estimators of V(g,),
we consider the following three populations given by Yates and Grundy (1953).

TABLE 1. THREE POPULATIONS GIVEN BY
YATES AND GRUNDY

population A B c
unit ¥y Yy Yy

1 0.5 0.8 0.2

2 1.2 1.4 0.6

3 2.1 1.8 0.9

4 3.2 2.0 0.8
Ly; 7.0 6.0 2.5

These populations were deliberately chosen by them as being more extreme
than will be normally encountered in practice.

The table below gives variances of unbiased estimators of V(§,) when n = 3.
V(v,) is not given as V(v,) > P(v,).

TABLE 2. VARIANCES OF UNBIASED ESTIMATORS OF V(Y)

population v(Y,) V(va) V(vs) Vo)) Vivs|» > 1)
4 0.29823 0.04840 0.06222 0.00017 0.07897
B 0.06126 0.00220 0.00232 0.003968 0.00348
o 0.020884 0.000270 0.000203 0.000490 0.000432

The results show that for the three populations
Vivg) < Vlyg) < Plog|v> ) < Vly,). .. (8.4)
Thus v, appears to be most efficient estimator of V(7,).
For n = 2, v, and v, are identical. The comparison thus strongly suggests the use
of v, for estimating V(§,).
For getting estimators of V(t), where ¢ is any unbiased estimator of ¥, the
following procedure may be adopted.
oft) = B—eat (79), .. (8.5)
where eat (¥7) stands for an unbiased estimator of Y% and can be obtained from any
of the relations

et (PY) = 0(0,)—FF (1=1,23,4,5) .. (6.8)
From the example considered, it is expeoted that
est (F1) = o(g,) - (1=23) e (8.7)

would fare better than: the remaining estimators of P4.
268
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TABLES. VALUES OF 0'5"‘.:.‘_’

n—y

m 2 3 4 5 8 7 8 0

t 1.000000 for all n

2 ° 13333333 4285714 4600807 4838710  .4D20835  .4080830 4980302
3 0 . 1686667 1 2400000 .27771778 2960033 .3115D42 3103388
4 [ 1000000 1638462 .1857143 2057018 2189180
5 0 .0060667 1071420 1333333 1510674
] 0 0478180 .0780474 100520}
7 ° .0357143 0606081
8 ° .0277778
9 0
n—

" 10 1 12 13 14 15 16 17

1 1.000000 for all n

2 4090216  .4995112 . 4DRIEST  .4098770  .4000300 4000806 4900847 4009924
3 .3242220  .3273500 .3203023 .3307253 .3316032 .3321838  .3326687 3328243
4 .2278258  .2330068  .2388470 .2414585 .2437050  .2458432 .2465438 .2474286
5  .1834568 .1723544  .1788676 .1837118 .1873611 .1001381 .1922722 .1939218
6 .1159164 .127179]  .1356098 .1420028 .1469395 .1507901 .1538225  .1562302
7 .0786714 .0918037  .1010882 .109772¢ .1158627 .1208858 .1245448  .1276606
8 .0480000 0631313 .0747043 .0837166 .0808370  .0985357 .1011448 1040062
9 .0222232 .0389610 .0618519 .0619607 .0700084 .0764870 .0817858  .0861370
10 [} L0181818  .0322681  .0433566 .0522418 .0504466 .0053530  .0702435
1 [ .0161515  .0271493  .0367965 .0440548 .0511217  .0566107
12 0 .0128205  .0231660  .0816239  .0388164  .0444536
13 0 0108800  .0200000 .0274725  .0337209
L] 0 0006238 .0174418  .02408068
16 0 .0083833 0163463
16 0 .0073520
17 0
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TABLE 8. VALUES OF Cain=l)

18 19 20 1 22 23 24 25

33

1.000000 for all
4000082 . 100BO81  .40DOOO0  .40BDPOS 4800908 4000000 4000000  .5000000
_3329943  .3331076  .3331828  .3332330  .3332665 3332888  .3333036 .333313A
L2480833 .2485693  .2§88308 2402003  .24040156  .2485818  .2400043  .2407484
L1952045  .1D62073 (1960942 (19761390  .1881031  .1984004  .1087074  .1000412

L1881651  .1597031 1608542 1619609 1627874 1634737  .1840281  .1844833
C1301024  .1322635  .1339720  .1353838 1365502  .1375340  .1383520  .)13903R¢
LJUS0008 . 1105835 1126001 (1144881 11509368 1172650  .1183450  .1192032

LORYT7460  .0D27608  .0032050 074360 0082581  .1008081  .1021373  .1032707
L0743243  .0777540  .080B574 0831272  .0852384  .0870540  .0880103  .08989745

.0810250  .0648380  .0880820 .0708560 .0732400  .0753008 .0770878  .07RG430
.0483678  .0535361  .0570949  .0801613  .0627602  .0650704  .0670738  .063318)
L038U147 0435116  .0473637  .0506832 .0535380  .0560624 0582511  .0001724
L0T189 .0345220 0386476 0422127  .0453100 0480141 .0503852 0524727
.0212983  .0203854 .0307660  .0343820 .0378671  .0407583  .0433020 .0455460

.0136054 .0180618 0235845  .0275057  .0310060 .0341657  .036R607  .0302012
.00853359 .0121467 .0160835 0212082  .0248026 .0281205 .03U0861  .0335)72
0 .0058480  .010808)  .0)53161  .0101748 .0223808  .0255705 .0282338

[ .00526832 0088522  .0138756  .0174200  .D20538¢  .0233471
(1] .0047619  .00894190  .0126264  .0158073  .0188033
0 .0043200 .0081522 .0115440 .0143867

]

.0038526  .0074627  .0103029
0 -0036232  .0068571
0 .0033333

[}

BRBER B5535 trens coxuwoe oeww—

n
m 26 n 28 28 30 31 32 a3

1.0000000 for all n

.6000000 for n > 24
.3333201 08333245 3333276  .3333204  .3333307 .3333316 .3333322 .3333326
L2498116  .24085687  .2408940  .2400208  .2480404 2400653  .2400665 .2400740
L1002352  .19936805 . 1996126  .1006106 .1096889  .1097514  .1098012  .1808411

.1848585  .1851876 1854230 1656342  .1658080 .1639538  .160074]1  .1661738
L1386157 (14010258 1405187 1408618  .1411565 . 1414088 .1410105 .1418004
.1200468  .1207173  .1212023 1217864  .1222110 1225788  .1228058 .123)090
.1042646  .105118)  .1088642 .1064056 .1070530 .10756408 .10700665 .1083390
.0911518  .0921776  .0930737 .08938586 .0045476  .0851637 .0060879  .0901594

.0800030  .0811943  .0822416 0831843 .0830706 .0847012 .0833413 .0858103
.0703480 0716970  .0728876 .0739417 07487756  .0737102 .0704525 .0771157
.0818048  .0633807  .0846867 .0858656 .0660162 .0678348 .06R6050  .0004488
.0643172  .0559625 0574068 0587037  .0508633 .0609026 .0618362 0626704
L0475338  .0493009  .0508763  .0522851  .0535481  .0646833 .0567068  .0566280
.0413848  .0432760 .0440682  .0464810 .0478422 .040008¢ .0601758 .0511775
.0357685 0377778  .0395768  .0411022 0420467 0430605 .0451473  .0482243
.0306085 .0327278 .0346208 .0363408 .0378840 .0302793 .0405439 .0416920
.0258351  .0280025 .0300628 .03)18640 .0334925 .03486656 .0383044¢ .0375210
.0214030  .0237316  .0258256 .0277142  .0294224 .0309714 .0323703  .033¢819

.0172870  .0106020  .0218762 .0238477 .0266320 .0272536 .0287284 .0300738
.0133950  .0180121  .0181807  .0202314  .0220002 .0237795 .0253185 .0287237
.0007547  .0123601 .0147103 0168368 .0187662 .02056213 .0221217  .02356844
‘OOGSZgI .0000123  .0114408  .0136400 .0156371 .0174563 .0191148  .0208327
.0030789  .0058480 .00835186 .0108208 .0126827 .0145616 .0182777 .0178488

0 .0028480  .0084250 0077611  .0008857 .0118220  .0135038  .01521569
] .0026466 0050463  .0072310 .00922456 .0110478 .0127193

[} .0024631  .0047050 0087535 .0086276 .0103467

0 .0022080  .0043988  .0063218  .0080868

[] .0021506  .0041200  .0059303

[] .0020181  .0038085

0 .0013939

Bue BRRNR YPBRE BE555 S5G8 - oo newn—
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TaBLE 3. VALDES OF 7= (gonu)
m(n)

n=

m 34 35 1) 37 38 3 0 4 42

1 1.0000000 for oll n

2 . 8000000 for n>24

.3333333 for 38

3 .3333328 .3333330 .3333331 .3333332 .3333332 .3333333 3333332 for n>38

4 .2490812 2400850 2400804 2408021 .2400040 .2400056 2400006 .2400973 2400081
5 .1008730 .1008984 .1080188 .1999350 .1009480 1800584 .1900667 1999734 .109D787
¢ .1062560 .1063256 .1683827 .1664302 .1604608 .1665027 .1085301 .18815530 .1665720
7 1418544 1420858 1421076 . 1422081 L1423746 . 1424442 . 1425037 . 1425548 . 1425081
& 1234073 .1236131 .1237016 .1230467 1240815 .1241088 .1243008 1243807 124467
D .1080054 .1089519 .1092036 .1094250 .1006180 .1007016 .1090431 .1100767 1101048
10 .0065764 .0069451 .0972731 .0076637 .0078221 .0080510 0082566 .0084300 0980017
11 .0804187 .0868083 .0872715 .0876321 .0870548 .0B82441 .0885036 .0887367 .0880462
12 .0777093 .0782413 .0787180 .0791485 .0795352 .0798837 .0801982 .0804824 0807303
13 .0301262 .070736) 0712861 .0717828 .0722320 .0726388 .0730075 .0733423 0730464
14 .0034345 .0841103 .0647390 0653007 .0658105 .0602730 .0600057 .0670799 .0674305
15 .0574637 .0582202 .0589068 .0593311 .0600904 .0606176 0010807 .0615232 0819180
18 .0520858 .0520100 .0536617 .0543460 .0540707 .0665417 .0560843 0565434 0569830
17 .0472028 .0480035 0489058 .0496478 .0503203 .0509481 .0615188 .0520426 .0326245
18 .0427382 .0436016 .0445020 0453607 .0460003 .0467608 .0473773 0470446 0484074
10 .0386311 .0306445 .0405718 .0414218 .0422021 .0420196 .0435802 .0441803 .034T515
20 .0348327 .0359036 .0308848 .0377855 .0386136 .0393761 .0400792 .0407284 .0413288
21 .0313031 .0324200 .0334620 .0344113 ,0352863 .0360910 .0368350 .0375228 .0381586
22 .0280093 .0291880 .0302707 .0312668 .0321848 .0330321 .0338154 .0345404 .0352124
23 0240241 .0261535 .0272838 .0283248 .0292852 .0301725 .0309037 .0317345 0324605
24 .0220242 .0233023 .0244785 .0255627 .0285630 .0274898 .0283474 .0201428 .0208815
25 .0192002 0206152 .02U8354 .0220813 .0240017 .0249648 .0258576 .0260863 .0274508
26 .0167052 .018075¢ .0193382 .0205041 .0215825 .0225813 .023G080 .0243689 .0251807
27 .0142550 .0158687 .0169725 .0181771 .0102920 .0203265 .0212840 .0221769 .0230072
28 .0119270 .0133827 .014728! .0IGOGSL .0171183 .0181852 .0I91763 .0200983 .0209572
20 .0097103 .0112086 .0125883 .0138684 .0150608 .0101500 .0171717 .0181228 .0190092
30 .007595¢ .0001310 .0105407 .0118628 .0130802 .0142107 .0152620 .0162412 .0171646
31 .0055740 .0071475 .0086021 .0099480 .0111984 .0123602 .0134303 .0144458 .0153849
32 .0030386 .0052480 .0067382 .008(170 .000383 .0105885 .0116004 .0127204 .0136937
33 .0017825 .0034286 .0040516 .0003630 .0076735 .0088922 .0100272 .0110858 .0120746
34 0 .0016807 0032362 .0046786 .0080L83 .0072647 .0084250 .0005084 .0105218
35 ° .0016878 .0030507 .0044277 .0057010 .0088877 0079055 .0090308
s ° 0015015 0028972 .0041965 0064081 0065364 .0075972
37 0 0014225 0027478 .0039820 .0051372 .0062168
k] 0 .0018405 .0026087 0037853 .0048862
38 0 0012821 0024804 .0086020
40 0 ,0012185 0023613
4 ° 0011814
42 0
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TABLE 3. VAELUBS OF -22(°=1) o))

Om(n)
L g
L) 43 “ 45 46 47 48 49 50
1 1.0000000 for all n
2 .5000000 for n>24
3 3333338 for n>38
4+ .24D0086 2480868  .2400002  .2400004 2400008 . 2400007 .2400097 .2400008
] .1900830 1999364 1090801  .1009913  .100DD30 .1900044 .1DO0D55  .1009964
[) .1666878  .1866000 .1660119 .1866210 .1666287 .1866350 .1608403 1806447
7 L1426854 (1426672 (14206045 1427178 (1427378 1427540  .1427685  .142782
8 L1245346 1245035 1246897 (12406807 1247288 1247629 .1247028  .1248188
] .1102890 (1103813 .1104720 1106451  .11080B0 .1106658 .1107168 .1107602
10 .0887470  .0988787  .0080027 .0090085 .0001893 ,0002724 .0003488 .0994135

11 0801346  .0893043  .0804572 0806050 .0897104 0808318 .0899330  .0900246
13 0809719 0811826  .0813730  .0815469 .0817042 .0818471 .0810771  .0820953
13 .0739230  .074)748 0744043  .0746136  .0748045 .0740780 .0751383  .0752840
14 .0677505  .0880431  .0683107 .0685558 .0687804 .0080864 .0801754  .0603400
15 .0022814  .0628130  .0029181  .06319056 ,0634574 .0636047 .0830132 .0841147

18 0573868 0577881  .0581000 .0584150 .0587054 .0580738 .0502212  .0504502
17 05206883  .0533774  .0537540 .0641038 0644250 .0547241 .0550003 .0552503
18 (0480498  .0403954  .0408074 .0501888  .0505420 0508698 .0511738  .0514300
19 .0452712 0457520 .(401074  .0486104 .04060037 .0473498 0476800  .0479890
20 ,0418842  .0423981  .0428768  .0433204 .0437328 .0441185 .0444738  .0448069

21 0387498 © .0902076  .03080684  .0402798  .0407202 .0411307 .0415135  .0418708
22 .0358361  .0364155 .0309545 .0374563 .0370240 .0383004 .0387679 .0301488
23 .0331184  .0337264  .0342044  .03482390 ,0353180 .0357794 .0302108 .0368145
24 0305684 .0312080 .031804)  .0323603 .0328798 .0333656 .0338201  .0342459
25 .0281735  .0288416  .0204640 . .0300489 .0305911 .0311003 .03156773  .0320245

26 .0260167  .0266113 0272608  .0278879  ,0284350 .0280870  .0294668 0200345
27 .0237812 0245035  .0251784  .0258007 0264008 .0200648 .0274746  .0270626
28 ,0217583 0225084  .0232059  .0238606 .0244740 .0250404  .0255865  .026007

20 0198306 0208087  .0213330  .0220104  ,0226456 .0232418 .0238018  .0243281
30 .0180073 0188048  .0195810  .0202504 .0200066 .0216227 .0221019  .0226468

81 .0182624  .0170832  .0178620 .0185728  .0192493 .0108850 .0204828 0210456
32 0145950 .0154386  .0162281  .0160707 .0178670 .0183216 .0180376 .0105177
33 .0120091  .0138648  .0140784  .0154381  .0161537 .0168267 .0174603 .0180573
34 .0114680  .0123563 .0131884 0136600 0147040 .0153040 .01604G8 .0166500
38 .0100000  .0109082  .0117602 .0125608 .0133131 .0140214 .0146887 .0153181

38 .0085877  .0095162 .0108878 .0112085 ,0110767 .0127020 .0133858 .0140305
37 .0072281  .0081762  .0000887  .00D0038  .0106011 .0114329 .0121323  .0127924
38 .0058176  .0068852 .0077930  .0086484 .0004527 .0102108 .0109264 .0116003
38 0046531  .0056385 .0005662 .0074378 .0082585 .0090321  .00067618 .0104512
L .0084317  .0044384 .0053808  .0062688 .0071056 .0078944 .0086300 .0083423

41 .0022508 .0032731  .0042344 0061301  .0050013 .0067851 .0076540 .0082710

43 ,0011074 00214756  .003)254  .0040460 .0040136 .0057319  .0065047  .0072331

43 ] .0010671  .0020513  .0020874  .0038G08  .0047024 .0054889  .006232¢
0

4 .001010) .0010614  .0028684  .0037049  .0045047  .0052811
45 [ 00090682  .0018773  .0027376  .0036504 .0043192
48 0 .000926! .0017088  .0026242  .0034053
47 0 .0008886  .0017248  .0025177
48 0 .0008503  .0016552
48 0 0008163
50 0
Om-(n—1) T Cmim—1) . . .
. . Zoim —
Nots : Voluea of O con nlso bo from Ormim) by using following rolation
1_0n(n—1) | Omain—1)
m Tmin) Om(n}
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ON SIMPLE RANDOM SAMPLING WITH REPLACEMENT

7. COMPARISON BETWEEN WITH AND WITHOUT REPLACEMENT SIMPLE
RANDOM SAMPLING SOHEMES

In conclusion let us compare the two simple random sampling schemes for the
purpose of estimation of Y. If we draw & simple rand ple with repl t of
size n, then the variance of the sample mean is o%/n. Further, in a simple random

. o} N—
sample without replacement of size , the variance of the sample mean is ;%(1—&'—1:) .

Since
o (N—n) ol
PAS) S h

it is usually olaimed that sampling without replacement is better than sampling with
replacement. Basu (1958) has pointed out that this comparison is not fair because the
cost of selecting a sample of size n in sampling without replacement is greater than
the cost of selecting & sample in sampling with replacement. For comparing the two
sampling schemes, it would be appropriate to take into account the cost involved in
the selection of two different samples. The comparison, thus, maioly depends on the
choice of the cost functian, and no sampling scheme can be said to be superior to the
other unless the cost function is known in advance. Let us, for illustration, consider
the case where the cost of sampling is proportional to the number of distinet units
drawn. Thus the expected cost of selecting a sample with replacement of size n
is equivalent to the cost of selecting a sample without replacement of size
E(v) = N[ l—(NT_l)'I ] Basu has shown that in this situation the sample mean
of the sample with replacement ia worse than the sample mean of the equivalent
sample without replacement. We now compare the sample mean § of the equivalent
sample without replacement with the following estimator of with replacement
sample :

_ [Nv[(N—=v)]
Foiy = W’)—]g”

It has been shown that

- gay [ NN —v) v (11
V(guw) = E[Nv/(N—v)]+ E{Nv(N—w)} ] ™
_ 1 1 7.9
and V(y)__[m Tv]‘s" e {1.2)
Bince Nvj(N—v) is & convex function of v(1 € v § # < N),
1 171
E[Nv/(N—v)] > NEv/[N—Ev]=[ - F] v (1.3)
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From (7.3), it is evident that the first component of V(§,,) is smaller than

V(9). Thus fora population whose coefficient of variation is sufficiently large V(f,y,)
would be ama.ller than V(g). This comparison shows that the sample mean of without
pl pl t be uniformly better than all estimators of with repl

ment sampling.

However, the compsrison made above is not very satisfactory. First, b
of the linearity of the cost function and dly, b E(v) is not necessarily an
integer. We hope that for some other cost functions also, similar situations may be
found out where with replacement sampling would fare better than without replace-
ment sampling.
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