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Abstract

In this paper, we have examined volatility of the day-to-day move-
ments of foreign institutional investment (FIl} in India, along with some other
rdated variables like the stock market returns and the call money rate. For the
purpose of this study, a new technique of analysis has been used that defines
and examines three different aspects of volatility, viz. strength, duration and
persistence of volatility. The results suggest that the over-time movements of
the daily values of FI| and stock market returns contain a fair amount of
volatility. Also, the strength and duration of volatility of stock market returns
are more or less similar to those of the FIl flows. A nother interesting findingis
that the srength of volatility of FIl flows are positively correlated both with
that of stock market returns and call money rate. The averall finding is that
the Fll and stock marke: returnsin India exhibit quite high volatility in terms
of both extent and duration. M ore importantly, thereis also evidence that
their volatility is interrelated.
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I. Introduction

Since the last decade, India has gradually emerged as an
important destination of global investors’ investment in emerging
markets. But the highly fluctuating nature of such flows has been a
matter of concern for economies receiving these investments. O ften,
such flows are blamed for the M exican and the East Asian crisis. The
large and sudden reversals of foreign equity investments make them
extremely volatilein character— a phenomenon which has the potential
to destabilise the domestic economy of the recipient country, even if it
is otherwise sound. Actually, securities markets in developing countries
are typically narrow and shallow, and therefore, participation of
foreign portfolio investors may, a priori, induce considerableinstability
in these markets. T he effects of such investments, however, are quite
controversial as country experiences differ widely. O n the one hand, it
is alleged that international investors use "guick exit’ in order to
contain downside risk and thus make frequent marginal adjustmentsto
their portfolios. By doing so, they tend to spread crisis even to countries
with strong fundamentals sincethechanges in portfolios areoften due
to change in their perceptions of country solvency rather than varia-
tions in underlying asset value (FitzGerald, 1999).1 Studies have shown
empirically tested instances where foreign investment induces greater
volatility in markets compared to domestic investors (Jo, 2002) and
stocks mainly traded by such investors experience higher volatility than
those in which such investors do not have much interest (Baeet al,
2002). Onthecontrary, evidences that international investments do not
have significant impact in increasing volatility of stock returns (Bakaert
and Harvey, 1998) are also there and these render the concern for
volatility of such flowslargely unwarranted (Errunza, 2001). What
comes out from these evidences is that, theissue of volatility cannot be
ignored and impacts of portfolio investments differ widely among
countries. Hence, the analysis of volatility of such flowsis very impor-
tant from theview point of the policy makers of a country like India
where international investment in securities is increasingly assuming
importance as external finance.

Virtually no study of thenature of volatility of foreign invest-
ment in India has been doneso far, though concerns have often been
expressed about the possible devastating effect of volatility of such
flowson thelndian economy. However, in Gordon and Gupta (2003),
an observation is madethat thevolatility of portfolio flows into India
was small in comparison to other emerging markets during 1998 to
2000.2 W hile the co-efficient of variation for such flows in India was

1 The literature has evidences that individuals also can contribute to this
destabilisation process by fleeing from funds, particularly mutual funds, forcing fund
managers to sell.

2 They have used the quarterly data for 17 emerging markets and
measured volatility in terms of co-efficient of variation.



1.58, thecorresponding figures for thePhilippines, Thailand, Korea,
Chile and Brazil stood at 1.79, 25.07, 1.82, 1.94 and 2.14, respectively.
It should be noted that thesefigures areonly indicative and do not
specify the natureof the volatility of the flows. In this paper, we
measure and analyse the volatility of international equity investments
inIndia. In an earlier paper in M oney & Finance, M ukherjee, Boseana
Coondoo (2002) haveidentified thefactorsthat influencethe foreign
institutional investment flows in India. As a sequel to that analysis, we
concentrate, in the present paper, on the volatility of such investment.
Here, using a descriptive non-parametric measure of volatility® devel-
oped by Coondoo and M ukherjee (2003), we compare the volatility of
theseflows with those of domestic stock market returnsand related
variables to seeif these "volatilities’ are related. As explained |ater, the
volatility measure used here considers three aspects of volatility of a
variable, viz., amplitude (i.e., the excess of average dispersion of the
variable during volatile state over that during normal state), duration
li.e., proportion of the given sample period the variableisin volatile
state) and persistence (i.e., the average duration of a typical volatile
state). We look into thesethreeaspects separately, since each of these
reveals a different aspect of the volatility presentin a given time series
data on a variable. The paper is organised as follows: in Section Il, we
describethedata and explain our methodology; Section [ discusses the
results; and Section IV concludes the paper.

Il. Data and Methodology

Variablesand Data

As already mentioned, here we apply our method of volatility
analysis to the data on stock returns, foreign equity investment and the
call money rate to see whether the observed volatility of these variables
are related in any manner. Though our primary concern is the volatil-
ity of theforeign institutional investment (FIl), we include other vari-
ables in the present analysis essentially because of the fact that we
found some relation between the FIl and these variables in our earlier
study on the FII (M ukherjee et al., 2002). M ore specifically, in our
earlier study two statistically significant results were obtained, viz., a
unidirectional causality from stock return® to FIl and a positive asso-
ciation between FIl and call money rate (CM R, which was taken as an
indicator of real economic activity). In order to re-canfirm these, here
weestimatea Vector Autoregression (VAR ) model involving the FII,
stock return and CM R (Table1). The VA R result shows that BSE return

3 fpproaches to volatility modeling fall into two categories: procedures
based on estimation of parametric models and more direct non-parametric measu re-
ments. While the parametric models exploit different assumptions regarding
volatility through distinct functional forms, non-parametric methods are data-driven
and quantify volatility directly (See Andersen & al., 2002 for details). T he recent
literature on wolatility is moving towards fully non-parametric dimensions.

4 Refers to the BSE return, calculated from BSE Sensex.
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TABLE 1
Results of VAR among all the variables

BSE M SE CMR FIIM FIIP FIIS
BSE-1 0.03 0.47 -1.90 1973.28 79445 -1179.27
t-values 0.3z 5.18 0.31 3.44 1.35 -2.64
BSE-7 -0.03 0.03 -3.18 957.15 1458 .43 500.80
t-values -0.32 0.29 -0.49 1.59 2.37 1.07
B5E-15 -0.08 -0.12 241 -419.32 -152.79 267.19
t-values -0.85 -1.25 0.38 -0.71 -0.25 0.58
M SE-1 0.03 043 4 .83 -531.79 104.11 636.14
t-values 0.30 462 0.76 -0.90 0.17 1.39
M SE-7 0.09 0.0z 582 -587.54 -1023.91 -425.88
t-values 0.94 0.20 080 -0.98 -1.63 -0.89
M 5E-15 0.04 0.06 -5.12 2B9.31 -199.57 -489.67
t-values 0.36 0.63 -0.79 0.48 -0.32 -1.05
CMR-1 0.0001  0.0002 0.76 0.68 1.74 1.06
t-values 0.34 0.62 31.B9 031 0.77 0.61
CMR-7 0.0005  0.0005 0.06 -1.06 -0.62 043
t-values 142 1.37 267 -0.48 -0.28 0.25
CMR-15 -0.0004  -0.0005 0.01 -0.69 4.02 471
t-values -1.12 -1.38 0.57 -0.32 1.80 277
FIIN-1 -0.01 -0.01 0.09 -0.26 -13.20 -12.94
t-values -1.67 -1.86 0.24 -0.01 -0.36 -0.46
FIIN-7 0.003 0.003 0.0z 11.35 -26.13 -37.48
t-values 0.44 0.47 0.06 0.32 -0.71 -1.35
FIIN-15 -0.002 -0.003 0.03 15.24 -1.70 -16.95
t-values -0.38 -0.60 0.07 0.43 0.05 -0.61
FIIP-1 0.01 0.01 -0.09 0.44 13.43 13.00
t-values 1.67 1.B6 0.24 0.01 0.37 047
FIIP-7 -0.003 -0.003 -0.02 -11.32 26.21 37.53
t-values -0.44 -0.47 -0.06 -0.32 0.72 1.35
FIIP-15 0.002 0.003 0.03 -15.12 1.90 17.03
t-values 0.38 0.60 -0.07 -0.42 0.05 0.61
Fll5-1 -0.01 -0.01 0.09 -0.48 -13.07 -12.59
t-values -1.67 -1.86 0.24 -0.01 -0.36 -0.45
FllI5-7 0.003 0.003 0.0z 11.40 -25.97 -37.36
t-values 0.44 0.47 0.06 0.32 -0.71 -1.34
FlIl5-15 -0.002 -0.003 0.03 15.21 -1.66 -16.88
t-values -0.38 -0.60 0.07 0.43 0.05 -0.61
C 0.00004 0.001 1.35 10.61 1.74 -B.89
t-values 0.01 0.26 5.53 0.47 0.08 -0.50
Adj. R-squared 0.01 0.04 0.63 0.09 0.31 0.38

Note Critical values taken: 1.96 at 5% l.o.s and 258 at 1% los
Highlighted figures denote significance.




and CM R are significant covariates of FIl. In the analysis that follows,
weconsider three Fll variables fviz., sale (FII5), purchase (FIIP) and net
FIT (FIIN)? }; two stock return variables (viz., the returns implied by the
day-to-day movements of the Sensex stock price index of theBombay
Stock Exchangeand theN ifty stock priceindex of the N ational Stock
Exchange denoted as BSE RET and NSE RET, respectively); and the
CMR. Dailydataon FIIP, FIISand FIIN are obtained from the SEBI
website, the corresponding data on the Sensex and Nifty from the BSE
and the N SE website, respectively, and the daily dataon the CM R are
taken from the RBI website. T he sample period covered by this data set
isfrom ) anuary 1999 to M ay 2002.%

M ethodology

Suppose we have time series data on a variable that turns
volatile from time to time. Typically, volatility in the data will show
up as fluctuation with much larger amplitude of the observed value of
the variable in some time intervals than in others. Such periods of
greater fluctuation may be called volatile periods and those of milder
fluctuation normal periods. Let us assume for convenience of exposition
that the given time series is stationary and does not contain a trend
and/or perceptible cyclical component” and consider the seriesin the
deviation from mean form. O bserved values of the variable, therefore,
fluctuatearound the zero mean level, sometimes violently and some-
times gently.

The nature of volatility implicit in the given time series data
may befully characterised by three different aspects of the observed
fluctuation of the given time series. First, the strength of volatility,
shown by the excess of the average amplitude for the volatile periods
over that of thenormal periods. N ext, theduration of volatility, i.e.,
theproportion of sample timeunits (i.e., the proportion of minutes,
hours, days, weeks, or months, as the case may be) falling in volatile
periods, all put together, out of the total number of sample time units.
Finally, the persistence of volatility, i.e., the average duration of a
typical volatile state in the given time series.

To obtain measures of these three aspects of volatility, we
consider the absolute value of individual observed values of the given
time series (theseries being one of deviations, both positive and nega-
tive values are there). T his will be a set of non-negative numbers
measuring the extent of fluctuation on either side of the mean level at

5 Basically, the investor's actions are aggregated into two basic meas
ures—sales and purchase and an overall measure of net purchase, i.e. purchase - sales
denoted as net Fll.

S Before 1999, daily data on Fll was not available.

" |f the time series is long and covers & long historical time (say, 50 years),
a part of the observed variations of the series may be due to trend andfor cyclical
movement. We assume that such variations, if present in the given time series, have
been eliminated using an appropriate filtering device.

Periods of greater
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be called volatile
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of milder fluctuation

normal periods.
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different time points. Further, let us dividethe series of absolute values
by the standard deviation of theseries so as to get a set of standardised
values that are comparable across variables measured in different units.
Let us consider theempirical distribution (i.e., the sample relative
frequency distribution) of these observed absolute (deviation) values.
Themaodeof this distribution should bean indicator of the average
amplitude of variation in normal periods. Let us call this M. Simi-
larly, the mean of all observed absolute values equal to or greater than
M ; should be an indicator of the average amplitudeof variation in
volatile periods. Let us call this M. Thus, 5=M ,-M ; may be taken as
an empirical measure of the strength of volatility, i.e., the excess
amplitude due to volatility. It may be noted that 5 is non-negative, by
definition, and a larger value of 5 indicates greater volatility. Also, the
values of 5 for different variables are comparable as these are based on
standardised absolute values of deviation from the sample mean of
individual variables.

M ext, let us consider the area under the distribution of absolute
valueto theright of M, and call this D. Evidently, D is an indicator of
the duration of volatility, i.e., the proportion of total sample period the
variableis in volatile state. Like 5, D is also a non-negative number,
by definition, and a larger value of D is suggestive of a more enduring
volatile state. Finally, a measure of auto-correlation of the observed
absolute values {i.e., the correlation of the current value with its
previousrealisation(s) }should bea good indicator of persistence of
volatility. Weconsider the auto-correlation of the sample absolute
(deviation) values and call this P, a measure of persistence of volatility.
The value of P is bounded between -1 and 41 and a positivevalue of P
means a tendency for a large (small) observed valueto follow a large
(small) observed value. Larger the value of P, greater will be this
inertia. T he value of P, thus, can be an indicator of the persistence of
volatility, mentioned above. In the empirical exercise, we have studied
auto-correlation up to three lags, viz., first, second and third order
auto-correlation, and used thefirst order auto-correlation as measure of
persistence.® Thus, 5, D and P areour proposed empirical measures for
the three aspects of volatility of a given time series.

T he pattern of volatility of a variable may change over time.
For example, if one has a time series of daily observations covering a
number of years, the pattern of volatility of the observed values may
change gently over time within the given sample period or may
abruptly change from onesample sub-period to another. To bring out
such changing volatility hidden in an observed time series, one may
consider a moving sample sub-period, have the three measures of
volatility estimated separately for each sub-period and then examine if

8 The pattern of auto-correlation up to three lags showed that the first
order auto-correlation is sufficient for measuring persistence.



the estimated value of an individual measure is systematically related
to time. To clarify this, suppose we have a time series of daily observa-
tions on a variable covering a period of two years (i.e., the series
consists of 730 daily observations). One may takea samplesub-period
of 90 days comprising the observed values for the first 90 days, say,
and work out thevalues of the three measures. Again, taking the
observed values for the 2nd to the 91st day, thevalues of thethree
measuresfor this second sample sub-period may be worked out and the
process may be repeated until thesample sub-period consisting of the
last 30 days of the series has been reached. O ne may next examine
separately for each measure of volatility whether the estimated sub-
period-wisevaluesshow a systematic pattern of movement over time
that is statistically significant. If they do, that will be indicative of a
changing volatility for the variable under consideration.

For the present exercise, we have examined volatility for each
of the variables using the procedure described above. T hree different
sample sub-periods, viz., 15 days, 30 days and 90 days, have been used
to examine if the volatility patterns of individual variables have
changed over time. The sample sub-period-wiserelativefreguency
distribution of absolute (deviation) values of individual variables
required for the purpose has been estimated using the non-parametric
density function estimation technique (seeH ardle, 1920).

lll. Results

The method of volatility analysis explained above requires
glimination of the trend and other non-stationary elements, if any, from
the given observed timeseries. We, therefore, havefirst tested
stationarity of the given time series of individual variables using the
Augmented Dickey-Fuller unit root test procedure. Summary statistics
and results of unit root test are presented inTables 2A and 2B, respec-
tively. As these results show, the given time series of all the six vari-
ables are stationary.

Given thestationarity of the observed time series, we next
estimate the three measures of volatility, viz., 5, D and P, separately for
each variable using the entire sample and the methodology described
above. T he estimated values of these measures are shown in Table 3. It
may be noted that for individual measures the estimated values for
different variables are not very different from each other. H owever, the
strength of volatility (i.e., S) is greatest for CM R among all variables
and for FI15 among theFll variables. It is also interesting to note that
the value of 5 for FII5is larger than that for the BSE or the N SE return.

Coming to the duration of volatility as measured by D, CM R
has the highest proportion of volatile days. Among the other variables,
BSE return and FIIN experience morevolatile days than other vari-
ables. Asregards the persistence of volatility as measured by P (i.e., the
auto-correlation coefficients), it isobserved that the estimated first,
second and third order auto-correlation coefficientsareall positive for

Thestrength of
volatility (i.e., S) is
greatest for CMR
among all variables
and for FllISamong
the Fll variables.
Also the value of S
for FIS is larger
than that for the BSE

or the NSE return.
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every variable considered.? Except for CM R, these are all not largein
magnitude. M oreover, thestrength of auto-correlation declines as the
lag increases. Such a pattern of values of the auto-correlation coeffi-
cients perhaps suggests that for the variables under study, the volatility
would show up inrather short spells.

Let us next examinefor individual variables how the pattern of
volatility changes over time. For this purpose, we have estimated the
volatility measures by moving sample sub-periods separately for each
variable, taking sub-periods of 15, 30 and 90 days, in turn. We thus
have, for each variable and each measure of volatility, three time series
of estimated values relating to 15, 30 and 30-day moving sample sub-
periods, respectively. Thesethree sample sub-periods are supposed to
show the pattern of movement of volatility over time in the very short
term, short term and medium term, respectively.

TABLE 2ZA
Descriptive Statistics

BSE RET NSE_RET CMR FIIN FIIP FIIS
M ean .0.00004  0.00011 B.38 3407 21934 18527
M edian 0.00092  0.00032 B.03 23.10 18375 161.80
M aximum 0.09 0.10 2250  983.20 1307.10 B40.80
M inimum 0.07 011 0.50  -509.50 2.90 2.80
Std. Dev. 0.02 0.02 210 120.04 14172 11339
Skewness 0.07 0,15 2.58 0.76 1.75 1.49
Kurtasis 5.33 7.29 13.99 0,66 B.74 6.68
Jarque-Bera 19015 647.96 516066 1632.13 1581.99  TB5.46
Probability 000000  0.00000 0.00000 0.00000 0.00000 0.00000
Observations B40 B40 B40 B4D B40 B40
TABLE 2B
Unit Root Tests

BSE_RET MNSE_RET CMR FIIM FIIF FII'S

ADF-statistic

level -16.48 -16.87 -7.73 -9.11 -B.6 -5.95
Critical Value at 5%  -1.94 -2.57 -3.97 -2.87 -2 .87 -2.87
Model Selected Nao trend No trend Trend and Inter- Inter- Inter-

ar ar intercept cept cept cept
intercept intercept

lag order 2 2 3 4 2 4
Series 1) o) o) 1{0) o) 10)

Note: The ADF test statistics show that the null hypothesis of existence of unit
root at level are rejected at 5% level of significance implying all series are
I{0). The ADF test is performed against M ackinnon critical values,

9 Here, we present only the first order auto-correlation co-efficients.



TABLE 3
M easures of Vol atility

Duration: Area to the right of the M ode

BSE M SE CMR FIIN  FIP FlS
Return Return
Amplitude of fluctuation
1 MNormal phase 0295 0.303 0.133 0.256 0.337 0.328
2 Volatile phase 0.987 0992 0B47 0920 0978 1.035
Difference between
Volatile and Mormal Phase 0692 0689 0.714 O0.673 0.641 0.708
Duration of fluctuation
3 Proportion of days
volatility is experienced 0773 0.754 0.B07 0.769 0.733 0.751
Persistence of fluctuation
4 Autocorrelation co-efficients of
Lag-1 0.25 0.25 0.51 022 018 0.23
Lag-2 0.18 0.15 0.36 0.20 012 0.15
Lag-3 0.11 0.09 0.25 0.20 014 0.1B
Notee MWormal Phase: M ode
Volatile Phase: M ean
Difference between Volatile and N ormal Phase is M ean—M ode

Charts1.1-1.3 present the graphsof over-time movement of the

estimated 5 measure of volatility for individual variables based on the
three different moving samplesub-periods.t? It may be noted that for

CHART 1.1
5 measure of variables for 15-day sub-period

. =—RSE_15 ¢ MNSE_1§ —=—CMR_15 —#—FIIN_15 ——FIIP 1§ —=—FHI5 15
ﬁ
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0 The charts have been drawn by shifting scale wherever required. Similar

charts for D and P measures are available with the authors. For illustration, we
provide charts for the 15-day sub-period for these two measures in appendix.
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every measure and every variable the time series graph becomes flatter
as the length of the sub-period is increased. Thisisonly to be expected.
Because, the difference between the estimated valuesof a measurefor
two consecutive sub-periods isonly dueto the difference in the first and
last values of thesetwo sub-periods and as thelength of the sub-period
increases, morevalues for two consecutive sub-periods become com-
mon. In Table 4 we present in brief, the findings of this entire exercise
with moving sub-periods which are summarised below.

CHART 1.2
5 measure of variables for 30-day sub-period

— BSE_30 —o—M5E_30 —=— CMR_30 —e— FIIN_30 — FIIP_30 —w—FII5_30

!IJ._& P

i_.

1 33 65 97 129 161 193 225 257 289 321 353 385 417 449 481 513 545 577 609 641 673 705 737 769 8

CHART 1.3
5 measure of variables for 90-day sub-period

—B5E_%0 —0—DMNSE_ %) —=— (MR 9 —e—FIIN 90 ——FIIP_ 9 —w—FI5 %

e

1 32 63 94 125 156 187 218 249 280 311 342 373 404 435 466 497 528 559 590 621 652 683 714 745




TABLE 4
Results of the analysis with moving sample sub-periods
Measure Sub-pericd Mean/Cv Variable
BSE M SE CMR FII P FIIS FIITMN
Return R eturn
5 15-day mean 0.66 0.68 0.67 0.59 0.63 0.63
v 0.51 0.58 1.12 0.49 0.53 0.51
30-day mean 0.67 0.69 0.72 0.60 0.64 0.63
o 0.36 0.44 0.B6 0.39 0.43 0.41
90-day mean 0.68 0.69 0.75 0.64 0.67 0.65
v 0.22 0.25 0.54 0.26 0.33 0.33
Entire sample 0.692 0.689 0.714 0.641 0.708 0.673
D 15-day mean 0.60 0.60 0.72 0.57 0.60 0.63
v 0.23 0.22 0.12 0.25 0.19 0.17
30-day mean 0.65 0.66 0.76 0.62 0.64 0.67
o 0.16 0.13 0.08 0.17 0.13 0.10
90-day mean 0.70 0.71 0.79 0.67 0.70 0.71
o 0.09 0.04 0.05 0.09 0.06 0.086
Entire sample 0.773 0.754 0.807 0.733 0.751 0.769
P 15-day mean -0.01 0.03 0.24 0.01 -0.05 -0.01
o -47.31 -8.50 0.81 44,21 -4.62 -15.78B
30-day mean 0.10 0.086 0.37 0.05 0.01 0.03
v 1.99 3.54 0.50 4.14 14.43 5.92
90-day mean 0.20 0.18 0.45 0.08 0.10 0.08
v 0.67 0.98 0.33 1.37 1.37 1.54
Entire sample 0.25 0.25 0.51 0.18 0.23 0.22

Strength of Volatility

(i) For none of the variables, the estimated value of 5 shows
any perceptible rising or declining time trend;

(i) The mean level of 5is very similar and around 0.64 for all
the variables in the case of the 15-day sub-period, around 0.66 for all
the variables in the case of the 30-day sub-period and around 0.68 for
all the variables in the case of the 90-day sub-period;

(i) For every choice of sub-period length, the day-to-day
fluctuation in Svalue is much greater for CM R than thosefor the other
variables. The coefficient of variation of day-to-day fluctuation of 5 for
CMR is 112 per cent, whereas for theremaining variables it ranges
from 48 (FIIP)-58 per cent (N 5E return)in the caseof the 15-day sub-
period. The corresponding figures are 86 per cent and 36 (B5E)-44
(N SE) per cent in the case of the 30-day sub-period and 54 per cent and
22 (B5SE)-33 (FII5) per cent in thecase of the 30-day sub-period;

(iv) Among the FII variables, the level of 5 for FIIP isa little
lower in the case of the 15-day sub-period. The same pattern also holds
in the case of the other two sub-periods.
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Duration of Volatility

iv) For noneof the variables, theestimated valueof D shows
any perceptible time trend;

(vi) The mean level of D is very similar and around 0.62 for
all variables except CM R in the case of the 15-day sub-period, around
0.67 for all the variables in the case of the 30-day sub-period and
around 0.71 for all the variables in the case of 90-day sub-period. For
CM R, the corresponding values are 0.72, 0.76 and 0.79 for the 15, 30
and 30-day sub-periods, respectively;

(vii) Compared to 5, the day-to-day fluctuation of the value of
D is much less for all the variables for every choice of the length of
sub-period. Amongthevariables, the day-to-day fluctuation of D value
is lowest for CM R, barring the 90-day sub-period only. In the case of
the 15-day sub-period, the coefficient of variation of day-to-day fluctua-
tionof D for CM R is 12 per cent, whereas for the remaining variables
it ranges from 17 (FIIN }-25 per cent (FIIP) in the caseof the 15-day sub-
period. Thecorresponding figuresare 8 per cent and 10 (FIIN )-17
(FIIP} per cent in the case of the 30-day sub-period and 5 per cent and 4
(N SE)-3 (FIIP) per cent in the caseof the 90-day sub-period. The fact
that CM R has the largest average value and smallest coefficient of
variation perhaps indicates that over theentire period considered, the
day-to-day fluctuation of CM R is perceptibly greater than thosefor the
other variables.

Persistence of Volatility

(viii) Aninteresting pattern is observed in respect of the over-
time movement of the estimated P measureof volatility. Asto be
expected, the mean value of the measure tends to increase as the length
of the sample sub-period is increased. !

(ix) T he mean level of P is positivefor CM R and FIIP and
negative for other variables in the case of the 15-day sub-period. This
implies that for thevariables other than CM R and FIIP alarge (small}
observed value tends to follow asmall (large) observed value and
hencea state of volatility, once started, does not continue long for these
variables. M oreover, the magnitudes of mean value of the auto-
correlation coefficients for these variables are small, ranging from
-0.01 to -0.05. The magnitude of the mean value of auto-correlation
coefficients for FIIP, though positive, is also very small. The mean value
of auto-correlation coefficientsis quitelargeonly for CM R (0.24).

1 a5 the length of the sub-period is increased, the change in only twa
observations in the continuously moving sub-period figures less, i.e. in the case of
wider intervals such a change matters less compared to the narrower ones. Thus, the
estimated auto-correlation does not seem to change much over time if a broader sub-
period is chosen. T his explanation is also true to some extent for the same pattern
among intervals observed in the case of the other two measures.



%) Asinthe case of D, theover-time fluctuation of P islowest
for CM R among all the variables. For CM R, the over-time fluctuation
of Pisfound to be greatest in the case of the 15-day sub-period. For the
other sub-periods too, thefluctuation is larger compared to Sand D.
For the 15-day sub-period the coefficient of variation of P for CM R is
91 per cent. For other variables, it ranges from 462 (FII5) to 4731 per
cent (BSE). T hecorresponding figures for the 30-day and 90-day sub-
periodsare50 per cent and 199 (BSE ) to 1443 (FII5) per cent, respec-
tively and 33 per cent and 67 (B5SE) to 154 (FIIN ) per cent, respectively.
This pattern clearly suggests that for the 30-day and 90-day period,
persistence of volatility is greatest for CM R among all the variables.

H owever, since the mean values are quite small, volatility persists for a
short time.

M ext, let us see how the volatility patterns for different vari-
ables are correlated. To do so, we examine, separately for each of the
three aspects of volatility, thecorrelation coefficient of the estimated
measures for different pairs of variables. T his study of correlation is
also donetaking estimates of the measures of the three aspects of
volatility based on 15-, 30- and 90-day moving sub-periods, in turn.
Theresults of the correlation analysis are presented in Tables 5A-1. It
may be mentioned that such a study of the pattern of correlation among
the three measures of volatility across variables is important, because
the results may help discover interdependence of volatility across
variables and thus formulate appropriate policiesfor containing
volatility of the variables concerned, if necessary. The results of these
tables may be summarised as follows:

* Asregardsthe strength of volatility (see Tables 5A-C), the
patterns of correlation based onthe15- and 30-day sub-periods
are very similar and that based on the 30-day sub-period isa
little different. A s expected, the correlation of 5 values for BSE
and M SE return are positive and rather high for all the three
choices of thesub-period length. Among the other pairs of
variables, the correlation coefficients for pairs of the three FIl
variables are also reasonably high. The 5 measure for CM R
showsa positive but not high correlation with that of FIIS, but
not with those of the other two Fll variables. T he strength of
correlation tends to increase systematically as the length of the
sub-period isincreased. In the caseof the 90-day sub-period,
the correlation of 5 values is systematically much higher for
different pairsof variables. For thischoice of the sub-period
length, thestrength of volatility of BSE return also turns out to
be reasonably correlated with those of the threeFIl variables.

* Inthecaseof duration of volatility (see Tables 5D -F), the
correlation is found to be much weaker for different pairs of
variables. H ere also the strength of correlation is generally
somew hat higher in the case of the 90-day sub-period com-
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interdependence of
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TABLE 5A
Correlation co-efficients of 5 for 15-day sub-period

TABLE 5B
Correlation co-efficients of 5 for 30-day sub-period

B5E M5 CMR FIIN FHP FIIS
15 15 15 15 15 15

B5E MNS5E CMR FIIN FIIF  FlS
30 30 30 30 30 30

BSELS 1.00 0.87 002 023 017 0.27

BSE30 100 086 001 023 020 034

M S5E15 .00 010 014 010 0.23 N S5E30 1.00 012 014 011 0.2B

CMRI15 1.00 006 002 016 CMR30 1.00 012 001 027

FIIN 15 1.00 069 0.59 FIIN 30 100 078 077

FIIP15 1.00 042 FIIP30 1.00 054

FII515 1.00 FI1530 1.00
TABLE 5C TAEBLE 5D

Correlation co-efficients of 5 for 90-day sub-period

Correlation co-efficients of D for 15-day sub-period

B5E MNSE CMR FIIN FHP FlS
90 90 80 90 90 90

B5E MNS5E CMR FIIN FIIF  FlS5
15 15 15 15 15 15

BSESO 1.00 08B0 043 051 050 0.59

BSELS 1.00 047 -014 005 004 012

M 5E 90 1.00 051 023 034 0.28 N S5E15 1.00 -003 003 -0.16 0.06

CM RS0 .00 025 014 043 CMR15 1.00 006 -012 -0.14

FIIN 90 1.00 0B6 0.B8 FIIN 15 1.00 006 -0.06

FIIPS0 1.00  0.67 FIIP15 1.00 -0.01

FI1590 1.00 FII515 1.00
TAEBLE 5E TABLE 5F

Correlation co-efficients of D for 30-day sub-period

Correlation co-efficients of D for 90-day sub-period

BSE MNSE CMR FIIN  FHF  FIIS
30 30 30 30 30 30

B5E MNS5E CMR FIIN FIIF  FlS
90 90 90 90 90 90

BSE30 100 o042 <024 008 008 018

BSES0 1.00 047 -038 023 -0.04 0.34

M 5€ 30 1.00 -0.10 -0.09 -0.24 -0.04 N SES0 1.00 -020 033 002 0.08

CMR30 100 0.10 -0.14 -0.06 CM RS0 1.00 019 -0.04 -0.25

FIIN 30 1.00 008 -0.11 FIIN 90 1.00 -001 0.30

FIIP30 1.00 Q.09 FIIPS0 1.00 0.1

FII530 1.00 FI1590 1.00
TABLE 5G TABLE 5H

Correlation co-efficients of P for 15-day sub-period

C orrelation co-efficients of P for 30-day sub-period

BSE MNSE CMR FIIN  FIHF  FIIS
15 15 15 15 15 15

B5E MNS5E CMR FIIN FIIF  FlS5
30 30 30 30 30 30

BSELS 100 071 -0.12 0.07 002 -0.10

BSE30 100 035 -0.10 0.07 -0.10 -0.05

M 5€ 15 1.00 -008 -0.09 -0.07 -0.01 N SE30 1.00 -0.08 -0.02 -0.11 0.06

CMRI15 1.00 005 006 008 CMR30 100 016 020 0.08

FIIN 15 1.00 022 0.02 FIIN 30 1.00 026 -0.04

FIIP15 1.00 -0.10 FIIP30 1.00 -0.32

FII515 1.00 FI1530 1.00
TAELE 5l

Correlation co-efficients of P for 90-day sub-period

B5E MNS5E CMR FIIN  FIIF  Fl5

90 90 90 90

90 90
BSES0 1.00 0.84
N SES0 1.00
CMR90
FIIN 90
FIIPS0
FI1590

-0.21 -0.16 -0.15 -0.05
-006 -0.13 -0.02 -0.12
1.00 042 048 -0.24
1.00 047 0.00

1.00 -0.39

1.00

Mote: Highlighted figures imply significant correlation.




pared to what they arefor the other two choices of sub-period
length. The correlation of D values for BSE and M SE return is
observed to be systematically positive, though not high for all
the three choices of sub-period length. The correlation of theD
measure for CM R with those for all the other variables except
FIIN turns out to be systematically negative and low thus
suggesting an inverse relationship of duration of volatility of
CM R with that for theother variables, except FIIN . This may
be because during periods of very high volatility in CM R,
stock markets tend to be much more cautiousand market
players hesitate to make a big move. Unlike in the case of
correlation of the S measure, the correlation coefficients for
different pairs of the FIl variables are all quite low.

Finally, in the case of persistence of volatility (see Tables 5G -
I}, thecorrelation is found to be positive and strong only for
the pair of return variables, viz., BSE and N SE return. As the
results for the 90-day sub-period show, the P measures for BSE
and N SE return arenegatively correlated with that for each of
the FIl variables, although the strength of such correlation is
not high. Amongthe FIl variables, the correlation of persist-
ence of volatility turnsout to be consistently positivefor the
FIIP-FIIN pair and negativefor the FIIP-FIIS pair.

Summary of Results
Let us now summarise our observations regarding the over-time

movement of the three aspects of volatility for each of the six variables.
It may be mentioned that theresults wehave obtained from this
detailed analysis of the available set of daily data based on different
choices of thevarying sub-period arequite consistent with those based
on the entire data set taken as a whole Let us enumerate the important

results:

CM R is the most volatile variable among all the variables
considered here in terms of amplitude, duration and persistence
of volatility.

Among the Fll variables, the 5 measure of volatility is consist-
ently largest for FIIS, followed by FIIN and then FIIE In terms
of the D measure, itis FIIN which tends to be in the volatile
statefor the largest proportion of days in the given period of
time. In terms of the P measure, for all the variables, volatility
isfound to persist for a short timeonly, with persistence being
thegreatest for CM R.

BSE and M SE returns show very similar patterns of volatility in
terms of all the three measures.

Significant interdependence of volatility for different pairs of
variables is found only in respect of the 5 measure of volatility.
In other words, the volatility of one variable affects that of the
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terms of strength
and not duration or
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other only in terms of strength and not duration or persistence.

* Theresults obtained suggest thefollowing ranking of the
variables in descending order in terms of individual aspects of
volatility:

Amplitude of volatility: CMPR =FII5 =BSE >NSE =FIIN =FIIP
Duration of wolatility: CM PR =BSE =FIIN = NSE =FIIS =FIIP
Persistence of wolatility: CMR =B5E =N5SE =FII5 = FIIN = FIIP

IV. Conclusion

In this paper, we have examined volatility of the day-to-day
movementsof FIl operationsand some other related variables like the
stock market returns and the call money rate. T he set of six variables
considered are BSE and N SE returns, call money rate, FIl sale, Fll
purchase and net Fll flow. For the purpose of this study, a new tech-
nigue of analysis hasbeen used that defines and examinesthreedifferent
aspects of volatility. These three aspects have been called the strength
of volatility, the duration of volatility and the persistence of volatility.

Using time series of daily observations, for each of the six
variables we have estimated these three measures for theentiresample
period covering | anuary 1992 to M ay 2002 and also for moving
sample sub-periods of 15-, 30- and 30-day length. The exercise based
on moving sub-periods has been done essentially to see if the pattern of
volatility has changed over time for individual variables.

Asthe results suggest, the over-time movements of the daily
values of all the variables contain a fair amount of volatility. H owever,
for none of thevariables considered, the pattern of volatility seems to
have changed systematically over time following a rising or declining
trend. Our results also suggest that the strength and duration of volatil-
ity of stock market returns are more or less similar to those of the three
FIl flows. Interestingly, the volatility of the call money rate turns out to
be the strongest of all the variables in terms of all three measures. T he
estimated values of the S measure of volatility of these variables
indicatethat the mean of excess amplitudeof fluctuationsduring
volatile periods over that in non-volatile periods ranges from 0.64 to
0.71. Astheestimates of the D measureof duration of volatility
suggest, the volatile phase accounts for 73 to 81 per cent of thedays of
the entire sample period of around 1,250 days. Examination of the
degree of association of individual aspects of volatility between pairs of
variables has revealed some interesting results. Important among these
are the following: the strength of volatility of individual FII variables
are positively correlated both with stock market returns and call money
rate. However, for the other two aspects of volatility, the correlation by
and large turns out to be weak for different pairs of variables. These
findings may be of interest to the policymakers, since the figures speak
of a quite high volatility in terms of both extent and duration and their
inter-relatedness across theset of relevant variables.



References

Andersen, Torben G., Tim Bollerslev and Francis X . Diebold (2002), "Parametric
and Monparametric Volatility M easurement”, NBER Technical Workin-
Paper No. 279, www.nberorg/papers/T0279.

Bae, Kee-Hong, Kalok Chan and Angela Ng (2002), "Investability and Return
Volatility in Emerging Equity M arkets”, presented to the International
Conference on Finance, M ational Taiwan University, Dept. of Finance.

Bak aert, Geert and Campbell R. Harvey [1998), "Capital flows and the behaviour
of Emerging M arket Equity Returns’, N BER Working Paper N o. 6669,

Errunza, ¥ihang (2001}, " Foreign Portfolio Equity Investments, Financial Liberali-
zation and Economic Development”, Review of Internaticnal Economics,
Vol 9, Issue 4, Special Issue: International Financial Liberalization,
Capital Flows and Exchange R ate Regimes.

FitzGerald, E.V.K. (1999), " Policy Issues in M arket Based And Non M arket Based
M easures to Control the Volatility of Portfolio Investment”, Finance and
Development Research Programme, Working Paper Series Paper No. B,
Oxford University.

Gordon, |. and P. Gupta (2003), " Portfolio Flows into India: Do Domestic Funda-
mentals M atter?”, Working Paper Mo, 03/20, [|nternational Monetary
Fund, January.

Hardle, W. [1990), Applied N onparametric Regression, Cambridge University Press,
Cambridge.

Jo, Gab-Je (2002), "Foreign Equity Investment in Korea", for presentation at the
Association of Korean Economic Studies.

M uk herjee, Paramita, Suchismita Bose and Dipankor Coondoo [2002), "Foreign
Institutional Investment in the Indian Equity M arket: An Analysis of
Daily Flows During January 1999—M ay 2002", Money and Finance, Vol.
2, Numbers 9-10, April-September.

101



CHART 1
D measure for 15-day sub-period
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CHART 2
P measure for 15-day sub-period
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