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Abstract

Rao (J. Indian Statist. Assoc. 17 (1979) 125) has given a ‘necessary form’ for an unbiased
mean square error {MSE) estimator to be ‘uniformly non-negative’. The MSE is of a homo-
geneous linear estimator “subject to a specified constraint’, for a survey population total of a
real variable of interest. We present a corresponding theorem when the “constraint” is relaxed.
Certain results are added presenting formulse for estimators of MSEs when the variate-values for
the sampled individuals are not ascertainable. Though not ascertainable, they are supposed to be
suitably estimated either by (1) randomized response techniques covering sensitive issues or by
{2} further sampling in “subsequent’ stages in specific ways when the initial sampling units are
composed of a number of sub-units. Using live numerical data, practical uses of the proposed
alternative MSE estimators are demonstrated.
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Keywords: Homogeneous linear estimator; Mean square error; Multi-stage sampling;
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1. Introduection

We consider a survey population U ={1,....i....N) of 8 known number N of
identifiable units labelled i=1,....N. On it is defined a real vanable of interest y
with values v with a population total ¥ =% v, writing 3 to denote sum over 7 in
L' We suppose that a sample s 18 drawn from U with a probability p(s) and the
values vy are ascertained for the units @ i s. A homogeneous linear estimator {HLE)
for ¥ 1s to be employed. For such an estimator wntten as

Ih= Z _“'b.x'l'f.u' {_ 1.1 }

with f;"s as constants frecof ¥Y=(w,....v....yy)and fy=1 1f i s and 0 if i & s,
then the MSE 1s

M{ty)=Ei(ty— Y¥ =3Y dyyiv;. (12)
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Here, £, denotes expectation with respect to the design p corresponding to p(s) above;
5% denotes sum over 4§ in U with no restnctions:

ﬂll_'." =k lI:_-"J.'.J'-ﬂr.-u' -1 }{.b-‘i-"j:‘-:-" =1

Rao (1979) considered a sub-class of estimators ¢ in (1.1) for which the following
“condition, say C holds:
“If there exist wy (#0) as constants free of ¥, then

M{f)=0 if z;= I for every i in U 1s a constant. (13)
Wi

[l

Under *C7 it follows that M) may be written as

M(ty) = — Y'Y dyjwiw; (~ B .1‘_;) j (14)
T Aw owy
where 5°'5 denotes sum over ij (i < j) in U. He then deduced that in the class
of homogencous quadratic unbiased estimators (HQUE) of M{r,) one that may be
uniformly non-negative (UNN) 5 “necessanly of the form’

m{‘”}} oz Zrzrd.u:.l'j:‘-l'.-'"v‘.w". (.’:J . r". )_ . {1_5}

Weooowy

where d;"s are constants free of ¥ oand 1y =100

subject to Ey(dydy)=dy  for every i.f in U (1.6)

In the next section, we present certain results when the *Constraint C7 s relaxed.

2. Alternative MSE estimators

Rao (1979) illuswrated several classical sampling strategies for which the above
theory applies. For example, by denoting m; =% p(s)d,;, as the inclusion probability of
i, the Horvitz and Thompson's (HT, 1952 ) estimator (HTE ) given by fy =3 wi(la/m )
assuming m; = 0 for every @ in U, satisfies *C7 i “vis) =3 1, the number of distinet
units m s, 15 a constant for every s with pis) = 0"

Since fy 15 unbiased for ¥ s MSE equals its varance which s, wiiting 7, =
3 pls)Myp as given by HT (1952): Fiiru)= Z_u‘f{l —m)fm+ 23y _1',-_1;,-{7{,:;- —
mm )/memy, in line with (1.2). If p(s) > 0 = v(s) is a constant, then *C” holds and in
accordance with { 1.4), Fi(fy) equals

Accordingly, if *C holds’, fy has its unbiased variance estimator given by Yates
and Grundy (YG, 1953) as vyg =33 (mm — m; W/ m W yi/m; — _1'_,-,’?{_,-}", assum-
ing m; > 0 YL j. This is ‘UNN" if mm; = n; Wi .
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If “C" does not h{}ld, then ¥y(fy ) may be unbiasedly estimated by
_{J s — Ty fu_,l
b re — 2 J H —' e 2_1
=57 =y (M) 2 e
as was proposed h}' HT {1952}.

Unfortunately, it 15 difficult to work out conditions for “UNN property of ogr,
except noting that m.m;,"s should be such that vyr must be a “non-negative definite’
as a quadmatic form.

We mtend to provide another alternative unbiased vartance estimator for fy when
“C fails and yet it is easy to present conditions for its *UNN' property. Before that
we present a theorem covening the general estimator £y for which *C° fals.

Theorem 1. Ler there exist non-zero constants wy free of ¥, for i € U Then, writing
zi= wi/wy it follows that

53 N
Mty)=—%'5 diywiwi(z — :.,-}2 +3 :T‘I:,-, where a; =Y d;w,. (22)
[} J=1
Proof.

el
] ] Ly 2 247 -
'SV wwilz —2)t = — = z S dywiw; ( iy —-"‘-”—f)
1-1-'1-_ 1B

i W ': Winy

2 f N
e Z Z di_'." Yi¥i — Z :T: (Z d:_.l Wi — d:’:’“"j)

i#Ef

a

vE

=%"% dyyiy; — Z;:, Hence the result. O
3 ]

Corollary 1. Two unbigsed estimators of M(ty) are

¥,

2 2
¥ ¥ }11' 2 _""‘_ -‘I:u'
m(tp) = — 3% dydawiw; (— = —) + ZI’_J;;,
1 4

wpoowy

Y ¥ 3 ."f
VB chw,wJ kS bl . ZII;('“-

Wy Wy

maliy) = —

{\‘}l
writing
o= Liydsy co= ls
L] Z.\ _f:.“:.,- dl ] Eﬁ_ f_.“-

Remark 1. Conditions for the *“UNN" properies of my(4) and maiiy) are obviously
(1) wiwyd gl = Oowgagdy 2 0 for the former and (i) wow ey = 00 wiagdy = 0 for the
latter.

Remark IL 7 = 0% — % J; = 0% and m; = 0 Vi j = % Ly =0 Vi .

This is casy to prove.
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Corollary 2. If *C" does not hold, writing v="1%_ v(s) p(s). the variance of ty equals,
on allowing vs) to vary with s, pls) = (0,

Viltn) = Y'Y (rom — my) (;— = ;—) +x 2 (23)

writing

1
ﬁ1'=(1+_znj:,l'_v)¢ el

;i
Proof. Easy on recalling v =3 m; and is henee omitted. [

Corollary 3. Two unbiased extimators of Vi(ty) are

2 2

b W W

: ; f‘.‘f ¥
iy ) = Z E RJ{RJRJ — i) (
if

and

2 a
. . 1 Ppa— L i LT ¥i ¥i ¥i
L_!l{_fH }I == E [Z Z f-‘-'l_'.l' (W) ( s I{J) + EC.‘.-] - ﬂj‘| . {_2.5]

Remark I1l. Condinons for the “UNN' propertics of both w(fg) and waify) are
‘i = my Vi A ) B = 0V

In Section 3, we illustrate situations when (A) ws) varies with s when p(s) = 0,
but the (B) conditions for “UNN" properties of vy(fy) and vaf g ) hold.

3. An illusirative sampling scheme for which the ‘constraint C* does not hold but
alternatives to HT, YG estimators have ‘UNN" property

Brewer (1963) has given a sampling scheme when nommed  size-measures
Pl = pp < 1YWY py=1) are available for § € U, Here, on the first draw, the unit
i 15 chosen with a probability proportional to g; = pdl — pi)/(1 —2p;) and leaving
aside the unit { so chosen, a second unit j{7#7) is chosen i the second draw with a
probability p;/(1 — p;). Writing D=3 ( /(1 — 2p;)) he showed that for this scheme
the melusion probability m; (2) for i equals 2 p; and that for (. ), denoted by m; (2)
cquals (2p; p; /(1 +D}}{ﬁ + |+2r.]'- It is further known that

A2y =m(2)m(2) — mp(2) 2 O Vi j(i# ) in UL (3.1}

We use ‘27 within parentheses o emphasize that this scheme vses 2 daws. Let the
sample chosen as above be augmented by adding to the 2 distinct units so drawn as
above, (r — 2) further distinguish the units from the remaining (N — 2) units of U
by simple random sampling (SRS) without replacement (WOR). For such a scheme
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introduced by Seth (1966) admittmg » distinet umits in cach sample, the inclusion
probabilities 7;(r) for § and m;(r) for (L7007 7). involving 7 = 2) draws, are

1
mlr) = T- [(r =2+ (N —rird{2)].

mr)=md2) + ( N — ) (ml2) +mA2) — 2md 2))

r—2 3
) (,w —2) (a.; )U 1(2) = m;(2) + m(2))

Let us slightly modify this sampling scheme of Seth (1966) by allowing (r — 2) to
be (1) a number (n —2) to be chosen with a pre-assigned probability w (0 < w < 1)
and (2) a number (7 — 1) to be chosen with the complementary probability (1 — w).
Then a sample s so drawn will have a size “n with probability w” and “(n + 1) with
probability (1 —w)’. Thus, vis) is either n or (n+ 1), Putting n(n + 1) by wrn in
m(r) m{ r) above we get the inclusion probabilities =7, say, for i and =}, for (i.f) for
this sampling scheme as

o =wrdn) +{1 —wizd{n+ 1)
and

m; =wr(n) + (1 — wm;{n +1).

Then, we have

Theorem 2. nin; = n7 Vi j(i#j)inU.

Proof. On simphfications we get, using the results of this section,

r = m(2)m(2) + *{NI—;}}'{ 7(2) +742) — 27%(2)42)
i [w{;_w}] (1 — m(2) — m(2) + 7 2)mA2)) (32)
and
= m{2) + ‘ﬁ 1:(2) + n2) — 2m;(2))
= ;rz-}[; };wl o }‘l = ml2) = md2) + m( 2)). (33)

Subtracting (33) from (3.2) and using (3.1), on further simplifications the theorem is
immediately proved. [

Mext, ket us note the
Lemma. For any design p

S ovls)pls)= %‘_ng + m.
K

=T
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Proof. n; =% p(s)M. So, Z:.J"#'f mi=3 plelws)— 1)y =Z.-.-3; plaw(s)—m. Ths

gives the result. [

For the scheme of sampling given by Seth (1966) as modified above, the formula
for [ wrns out to be
1
Br=1+—=3n;—3 =
il

The above lemma yields
Theorem 3. 57 = (.

Proof. Z__‘__:u.p[.i'}r{.i'}= wam{n) + {1 —win+ liz{n+ 1). So,

fin : [wam(n)+ (1 —wiin+ Limdn + 1)) — [wa + (1 —wiin + 1]

®
T

= %[“‘[1 —wilrdn + 1) —mdn)] =0

becawse min+1)—adn)=(1 —m(2))(N —2) = (. Since for this scheme vis) is either
s with a probability w or (n+ 1) with a probability (1 — w), Raco’s (1979) ‘constraint
C7 here is violated. Yet, for fy based on this scheme, our proposed new estimators
vilin ) valt) for () are “uniformly non-negative’.

It seems to us that the celebrated generalized regression {greg) estimator or predictor
iven by Cassel et al. { 1976) for ¥ needs a discussion in the present context. We take
it up below.

4, MSE estimation for greg predictor
Let X =(x.....%,....xy) with x; as the value of an auxiliary variable x for § in U

with a known total X =3 x;. Then, choosing numbers By suitably for example as 1/
or 1/mx;, or (1 — m;)/mex; or lrf ete the greg predictor for Vs

Vi ¥ Xi

= Z ;;r-"_f.u'ﬂ.w' g Z TI i + hR{X N Z R fs)
writing

X; xR

fu'=]- + [& — _-‘l:w' — g *

4 ( Z T ) ZTJ_, R’.f-“.

T Z_VI-TIR J'f &

i Z—Tf RJ."I:‘-J. :

Let Bp=1 yorRim;f Z.t;’R,-rz,-, e = v — bpx; and E; = v; — Bpx;.

The t, 15 a biased predictor for ¥ but its bias may be neglected for large samples,
Assuming large samples and applying Taylor seres neglecting terms involving second
and higher order derivatives, the following formulae for MSE of 1, and estimators of
MBSE are well known, especially from Simdal et al. (88W, 1992),



A Changdhuri, 8. Pall Journal of Swtistical Planning and Inference 104 {202 | 363375 360

Mi=M{t;)=>" Ef{ l—m ) +2 5 Y EE{nyj—nn; )/ mm; = vaniance of Y El/n;,
vide HT (1952), M> =M(1,) =% 5 (mim;— m NEifm —E;/m; ¥, following YG (1953),
applicable when “v(s) 15 a constant for every s with p{s) = 0" — an example where
Rao’s (1979) ‘constraint C7 is imposed taking (i) £; =am; Vi with g’ as a constant
and (11) ws)=v for every 5 with p(s) = 0. Estimators of M) are well known to be

iy = Y (awe)’ %;—“ +2%"% (aueaye;) ( M) <

; T TI_ i T if

El

k= 1.2, a; =1, @ = i {.4-1}

Estimators of M are well known to be

2
Fig =32 3 (mim; — ;) ((E = @) ) Woop=12 42)

T n; T

For mg,, condiions for ‘uniform non-negativity’ are difficult to check. but they are
usable even if w(s) varies with 5. On the contrary, ryy, is "UNN" if mm; = nyy for i # 4,
but its use 15 recommended if “v(s) 15 a constant for every 5 with p{s) = 07 If v(s)
varies with s then we have the following alternative approximate formula for M(z,)
based on Taylor senes expansion:

oy E;, E; 2 E?
My=M{ty) =373 (mam; — m;) ((E 2 —J) ) +Xh (4.3)

iy
To observe this, let us wnte

nh= Z;f iy Ta= Z-:E_Jf s 0= Z_“J‘-TI'R J'Jr a3

4 .l

Iy = Z‘ff Rils, t={f.f2,f1.0q)
h=%yp=Y, h=Yxu=X 0=3yxRn,
0y =Y xRy, =004 05 0).
Then, E(f;) =0, j=1,....4,
fg=H +(X —rg}li—j=f{£}, say; f{)=1Y.

N ., 4 . g
A= é_fl_lf{-t}ll_rﬁ — ]-7 Ay = E_f{{}l{:ﬂ' p—rr -B!h Ay = E_f{_!}l{:ﬁ ={}1‘

& .,
Ag= E_Hﬂh:g?={}-
Then, t, = () may be approximated by
A+ hilty —01)+ Aolts —02) =Y + (8 — ¥) — Bp(tz — Bh)

=¥+ (ZE’:E - Zﬂ-) .

Then, M(t,) is approximately equal to Mi(r)=E [ El;/m — STE]* which
is the variance of % Ed;/m.
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Mow applying Comllary 2, we obtain analogously to (2.2),

2

. . EJ E.l. = Ef
My(t) =573 (mm; — my;) ((1_ h —{_) ) o Z“T-!_IHJ

oy ;
So, our proposed estimators for Ms( 1) are

i, Ml ] - "I:H.,l.
vlg) =33 (mm; — my) ((‘E 5 ﬁ) ) 1iij

; TI ; T it

fu'
+Z{_ﬂh‘ﬂ'fﬂi;, k =1,2 .[4_.4"

By way of justification of vy(g) we may observe that

1, 5i R R 1 Z VJ'-TJ'R J'f L)
GE = ]_ + X s : J.'_ B N i — e T T X;
e { ( Z : i ) ( er RJ'L.‘J' ) } (} Z‘f RJ'-‘I:'.'J' : )

may be approximated, through Taylor expansion, by £ i€ U on approximating f; by
;. j=2.3.4. The rest follows as in Corollary 2 in Section 2.
Next, we consider the application of the above results when w; 15 not direetly as-

certainable. This is for example, (1) when v relates to a sensitive charcteristic like
number of days of drunken drving, amount of tax evaded, ete., and (2) when i itself
contains a large number, say, N of further sub-units or sccond-stage units of which
only a sample may be observed or more generally multi-stage sampling seems feasible
moa given context. We present relevant results mothe next section. In these 2 cases
(1) and (2), appropnate devices and designs are employed by an investigator to derive
suitable estimators for vy, i€ s o be subsequently used in estimating ¥ =% v, A third
possibility of a super-population model-based approach of dealing with the siwation
when v is subject to measurement and observational emrors as treated by Fuller ( 1987)
and Bolfarine and Zacks (1992) among others s not considered here.

5. Multi-stage sampling and randomized response surveys

Let £ denote the operator for taking expectation and 5 that for varance with
respect o either (a) randomized response (RR) technique or (b) sampling at later
stages of sampling. Let “independent” observations of #; be available in either case
along with sample-based observations v; such that

(i) Ex(ri) =y, (ii) Vo) =V; and (iii) Ex(vs) =¥, i€l (3.1)
We may further assume that
E\E=EE,. (52)

Raj (1968) and Chaudhuri {1987) considered this set-up in the contexts, respectively, of
multi-stage and RR given m {5.1). Chaudhun et al. (2000) use {32). Let £,V denote
the over-all expectation, variance operators. Then, £ =E Ey=E.E; and V =E |V, +
FiEs which equals Ea by + F2E| by (5.2).
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Writing any of the above-noted estimators or predictors for ¥ based on vy, i €5
as t=1(sY), we may write ¢=eg(s,r), where r=(r,....r,....,¢y), to denote the
function ¢ in which w; is replaced by r; for i €5, We shall next write =3 # and
F=(v,....t5....ox). Then, the MSE of ¢ about ¥ will be taken as

MHe)=E(e — YV =E\Esf(e —t) +(t— Y) =E\Eale —tf + M(1) (3.3)
and
Mi(e)=E(e — Y P =EsEi[(e — R) +(R— Y)F =EaM(e) + TV (54)

Remark IV. M{e)=E\(e — RP=E\(t — YP|y_p=M(t)|y=p. €s=1ts|y—p.M(&s)=
Millyg=—-2"Y' duij_,{r w; — w3 (r we, from (2.2), ey =tyly_g.
View) =V (tu)ly=p =33 (mm;— m)rifme—(ryfm; ) + 3 (rf fmi)Bss from (2.3), e, =
tyy=p Mo ) =Mty =2 =32 Y (momy — i Eir )i Ey(r)fm; ) + 0 (EF () o),
writing Efr)= Ejy—g. from (4.3).

Mext, ket us write
efr)=ely—p=r —bp(ri;, woting bp(r)= % =bply=n. (5.5)
Cur proposed estimators of MSEs are the following:
For M{"(es), the proposed unbiased estimators are
myles ) =mley) + Z'Z'd_.,.,-_..-f_u-_..-w,-w_..- (w’ + = o )

i 'H-

—Z—z, L + Y bl (5.6)

J

miler ) =maley) + e lz Z CofWiW; ( 1:2 o )

&% :v :,{-_u-] + Yk (5.7)

writing my (e, ) =my (i ) y—p. £ =12, given in Corollary 1. 1t is casy to note that

E(mj(es)) =M (es) = E\Ex(es — 1)’ +M(p), k=12

For My{eg ), the proposed unbiased estimators are

rig(ep ) =mplep) + 3 vibuly, k=12 (58)
It is casy to check that

Engles) = Mi(es). k=1,2.
For V{{ey) =E Eal(eq —ty P14+ V(ty) = E [} Vily/n?] + ¥ (#) our proposed unbiased

cstimators are

] u.l f] f] f.u'
vi{en)=ni(en) — 23 —{rz T — Tg5) (1’- + Rz) +lue(l=f) 5  (59)
i N i
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and

T U ] ey 6 W P , i
valey J=valey) 5) l’ZZc.u_,{mn_, R"’}(nz-i_rz_f) +Zc.um_ﬁj +ZLJHJ_»:.

i

(5.10)

writing vy{en) =ity )| y=p. £=1.2 as given in Corollary 3.
For Vi{ep)=EE [{leqy — B) + (R =Y }]3 =EVilen) + 3 ¥ where Vilen)=Fi
(t1)|y=p = V{tu)| y=p. our proposed unbiased estimators are

a Uy
felen) = tilen) + X ;f.-.u', k=12 (5.11)
Mext, our proposed estimators for

J”!x{,f_g_r } = .Ezﬂ'fj{‘fﬂ.] =+ Z i,-"]

dan

® i I-.'J'
M£{E§I}=E&{_1ﬁj}|t=_§_¢+ZL‘;;, k=1.2,. (5.12)

d

Here, vpl(g)|y—p equals vpfg)|e—ar as given in (44), k=12

Remark V. Rao (1973), in the context of multi-stage sampling, illustrated a siwation
where (1) should be replaced by (i) Fa(r) = Vi, os by oy and (ii1) by (1) Ea(vg ) = Vi
when ies. Chaudhun et al. (2000) noted that in this sitwation (5.2) 5 not
applicable.

When (i1)", (1) are assumed and (5.2) is ruled out our proposals are the following:
{1} Replace v; by vy in the formulae (5.6), (5.7),5.9), (5.10); (11} Rule out the uses
of (5.8), (5.11), (5.12).

Remark V1. For M (e, ) =E Exle, — 1, F + Mit,) we do not propose any estimator
here because no elegant estimator seems to be available.

6. A numerical exercise on efficacy in estimation

Applying the modified sampling scheme of Seth (1966) we tllustrate how the esti-
mators given by (2.1), (2.4), (4.1} and {4.4) fare in yielding estimated coefficients of
vartation (CV) of estimates of totals. From S8W (1992, Appendix C, pp. 660-661)
we take the first N =29 municipalitics as our illustrative population for which “swee’-
values are taken as size measures to apply the modified Seth (1966) scheme with
w=04 and the values of the total population in 19835 and 19935 are taken as, re-
spectively, the values of y, the vanable of interest and of x, the auxiliary comrelated
variable. We take n="9. Table 1 presents, for 10 replicates of samples drawn as above
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Table 1
Performance of vy(fy) V' Soyr and oy, V' Smy, in terms of the eriteria ay, @2, &y, ¢ (£=1,2) based on
maodified Seth (1966) scheme using S5W (1992 data

Sample Sample sim g 3 hy ) ha 3

rmumber realized

(1) 21 (1) 4] (5] (6] N (5]
1 9 2995 1.34 1240
2 9 14,84 1.31 142
3 9 18.17 0.74 238 087 279
4 1 2732 033 028
5 1 11.41 0.580 070
[ 1 11.77 028 0.18 .40 053
7 9 1511 027 027
4 1 1844 0.36 043
9 9 13.63 LOK 124

10 9 16,12 059 L.15 0.54 107

Tahle 2

Performance of vo(ty ) F Seyr and oy, F Smy, in terms of the critenia . as, b.op (6= 1.2) based on mod-
ified Seth {1966) scheme using Indian census 1991 data

Sample Sample size dy @ by i b P
rumber realized

{1} (3] (3 {4 {5) {6 {7 {8

1 f M6 TE6 1.77
2 T 1742 000 850 000 ThE
3 7 1237 12.15 .15
4 T 18.24 673 652 9101 870
5 T 956 308 147 4499 562
] 7 1823 633 131 532 B52
7 7 2795 193 10584 209 11.74
8 7 1273 10.53 1005 11.16 1065

from this population, the values of

a—100Y 0T qge ¥ i)
IiF] el

lﬂ{},..-mh \.n'u.‘:a
e — 2 Rty o100 —==. k=12,

Iy Iy

Note: Absence of an entry in cach table below signifies ‘negative’ value of vyy or
my,. R; is throughout taken as (1 —m; )mxg, i€ U,

We apply the same method taking n =6 and w = 0.4 as before to draw samples from
23 wvillages in a particular district for which the houschold size is taken as the swe
measure, v oas the area in hectare and x as the totl population size, the source for
cach being the Indian population census, 1991, For 8 replicates of samples the values
of ay.a2, .o are presented i Table 2
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Table 3
Ferformance of ry(fy) ¥ Sogr and vy, V¥ Smy, via the criteria @y, @z, by, (6= 1, 2) based on PPS circular
systematic samples repeated twice using data from S5W ( 19492)

Sample Realized dj 3 hy ) b &

rmumber sample size

{1} {2) (3 (4 {5) [EER] {7 (8]
| B 41.61 164,24 EXiH] 1038
2 9 ER NI 107.24 285 5.12
3 10 2219 4RO 1.54 ERL
4 10 2900 10160 026 1.73 0.57 382
5 1 1an o4 .01 239 442
[l 7 3707 124.40 142 37
7 11 .82 106 .58 004 .49 .16 276
B 110 125 14902 i1l 336

Finally, we illustrate instead of the rather artificial sampling scheme above a real-
istic one which in fact is wsually applied in Indian annuwal national sample surveys
covering many socio-cconomic ssues. This 1s the circular systematic sampling (CS8)
with probability proportional to size (PPS) in a pre-assigned number of draws, but the
entire draw 15 mdependently” repeated twice. The draw 1s repeated because for many
pairs (i.7) the inclusion probabilities ;s tum out to be zero in case of a “single’
draw of the sample. For the CSSPPS sampling repeated twice, cach sample being of
size n, the realized number of distinet units ws) varies between n and 2a, the inclusion
probabilities, say vy, of i are determined in terms of the nommed swe measures ps and
the nclusion probabilities y"s of (i.7)'s, say, tum out positive. So, for this sampling
scheme ogr and o(fy ) are competitors and so are Mg, vis a vis g, (k= 1,2). Using
the same 29 values of size measures, v and x as in Table 1 and taking n =35 for each
CSSPSS repeated twice, the similar exercise as in Tables 1 and 2 is presented for 8
replicated samples in Table 3.

7. Commenis on numerical findings and recommendations

For the modified Seth {1966) scheme vyy 15 negative throughout justifying thoroughly
the mtroduction of vy(fy). For PPSCSS repeated twice however this 1s not the case
and vy(ty) leads o loss in efficiency.

For both the schemes, both my, (k= 1.2) tum out negative, justifying the proposal
for vy, (£ = 1.2) as their competitors. However, when they tum out positive, they often
yield higher efficiencies compared to vy, (k= 1.2).

Incidentally, for PPS CS5 repeated twice, (1) (i — iy ) have vardable signs but
(2) fi; = 0 for every i, while (3) our proposed MSE estimators turn out positive for
cach sample.

Our recommendation is that when employing ¢, and t; based on ‘varying sample
size sampling schemes” one should employ, respectively, vy, as possible competitors
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against my, (k=1.2) and v (fy) aganst vyy orespective of whether theorems like
Theorems 2 and 3 apply for the sampling scheme employed or not.
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