ASSESSMENT AND CONTROL OF NON-SAMPLING ERRORS
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SUMBMARY. A cornprobensive treatment of the theory of non.sampling errors is given in thia
paper by bringing togother the work of a numbor of authors on this subject. Various napcots of the prob.
lem of non-sampling orrore such sa sourcos of non-sampling orrors, non-sampling bins and variation, use
of the tochnique of interp i \! plos and P huve boon dircussod. It may be noted
that the derivation of & number of rsults in this field hus been considerably simplified by the use of the
conditional approach.

1. SOUROES OF NON-SAMPLING ERRORS

Till recently the theory of sampling has been developed assuming that each
unit in the population has a unique ‘true’ value and that it can be observed and tabu-
lated without introducing any error. This would mean that o complete enumeration
of all the units in the population would give us figures without any ervors, which
is not usually the case, since in practice there are bound to be some observational
and tabulation errors in the final results. Of course, in some cases these errors may
be negligible in the context of the use to which the results are to be put. Even the
first part of the assumption that each unit has a unique true value is questionable.
As these types of errors are different from the error due to sampling of units and are
due to sources other than sampling of units they are termed ‘non-sampling errors’ or
‘response errors’.

The broad sources of non-sampling errors, which are present in both complete
enumeration and sample survey, though possibly to varying degrees, are incomplete
coverage of the population or sample (including non-response), faulty definiti
defective methods of data collection and tabulation errors. In cage of sample surveys,
the errors may also arise from defective sampling frame and selection procedures.
More specifically the non-sampling errors may arise due to omission or duplication of
units, inacourate and inappropriate methods of measurement, inappropriate arrange-
ment or wording of questions, inadequate and ambiguous instructions, non-response,
deliberate or unconscious misreporting of data by respondents, carelessness on the
part of the investigatora and olerks, lack of proper supervision, and defective methods
of sorutiny and tabulation of data.

From what has been atated above, it is clear that the results of sample surveys
are subjeot not only to sampling error but to non-sampling errors also. In many
situations the non-sampling errors may even be larger and therefors more important
than the sampling error. Though data obtained on the basis of a complete enumera-
tion are free from sampling error, they are subject to non-sampling errors. To make
the results of censuses and surveys useful, it is necessary to reduce the non-sampling
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errors as much as possible. It may be noted that while, in general, sampling error
decreases with inorease in sample size, the non-sampling errors tend to increase with
the sample size.

The question of assesament and control of non-sampling errors has been receiv-
ing consideruble attention and suitable teohnigues are being developed for this purpose.
Mahalanobis (1940, 1944, 1946), Mehalanobis und Lahiri (1961) and Lahiri (1957a.b) have
given many important tochniques for assessing and controlling errors in censuses and
surveys. Hansen and others (1046, 1951, 1061) and Sukhatme and Seth (1952) have
considered in detail the question of non-sampling errors and have developed a suitable
mathomatical model for it. Post-enumeration checks and re-interview surveys are
being made part of some of the nation-wido censuses and surveys so as to enable
assessment of non-sampling errors.

2. CONCEPTUAL SET-UP

The difference between the sample survey estimate and the parameter true
value being estimated may be termed ‘error’. If the units in the sample can be
observed and tabulated accurately then this error consista of only the error due to
asmpling, namely, ‘sampling error’. A measure of the sampling error is supplied by
the mean square error which is the expected value of the squareof the difference
betwoen the estimator and the true value. This mean square error is composed of
two parts—'sampling bias’ and ‘sampling variance’. The former has been defined
as the difference between the expected value of the estimator and the true value and
the latter is & measure of the divergence of the estimator from its expected value.
Of course, in some cases the sampling bias may be negligible or zero.

If the data are also subject to non-sampling errors, then the difference between
a survey estimate and the parameter true value may be termed ‘total error’ and this
ists of both pling and non-sampling errors. In this section a conceptual

set-up is developed. which would enable ua to get a measure of the non-sampling errors
in terms of ‘non-sampling bias’ and ‘non-sampling variance’.

The ‘true’ value of & unit is to be conceived of as a characteristic of the unit
independent of the survey conditions which may affeot the value ‘reported’ for that unit.
For ingtance. age of a person at a partioular point of time, income of a person during a
particular period of time and number of persons in a country at a point of time are
examples of characteristics for which the true value exists and is olearly dofined. There
are many items of information, suoh aa intelligence of a person, attitude to some social
measures, consumer proference to certain artioles, for which it is very diffioult even to
conceive of the true value. In suoh cases some suitable conceptually, defined value,
which has to be to some extent arbitrary, may be taken as the true value. For the defi-
nition of a true value to be useful in practice, it should serve the purpose of the survey
and it should be well defined and observable under ‘reasonable conditions of survey’
relating to subject coverage, method of enquiry, survey period and method of tabulation.
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The non-sampling errors arise due to the fact that it may not be possible to ocollect
and prooess data acourately even if the true value is well defined because of so many
operational difficulties.

Suppose & sample has been ohosen to be ocanvassed under reasonable
oconditions of survey and that there are two populations, one of investigators and
the other of tabulators (olerks) qualified for doing the field and the processing
work respeotively of the same survey. If we repeatedly oarry out the survey
on the selected unite with different samples of investigators and computors
ohosen with some suitable probability designs, we may get different results
because of the various possible sources of error present under the usual operational
conditions. Here there are three stages of randomization—seleotion of units,
investigators and computors. The differonce between the expected value of the
estimator taken over all the three stages of randomization and the true value
may be termed ‘total bias’. This consists of both ‘sampling bias’ and ‘non-sampling
bias’. The variance of the estimator taken over all the three stages of randomization
measures the divergence of the estimator from its expected value and consists of sampl-
ing variance, variance between investigators, variance between computors and some
interactions bet the three of error. For inat the data collected by
one investigator may be affected by his misunderstanding of the instructiona, his
preconceived notions about the survey, the earlier units ocanvassed by him ete. Thus
wo see that the total error consiste of sampling bias and variance, non-sampling
or response bias and variance and some interaotions between the sample and the
sources of non-sampling errors.

3. NON-SAMPLING BIAS

For the sake of simplicity, let us assume only two stages of randomization ;
one for seleoting the sample of units and the other for seleoting the survey personnel
inatead of the three stages of randomization considered earlier. Here we consider
the survey p | a8 & whole instead of aa investigators and computors. Let 7,
be the eatimate for the s-th sample of units supplied by the r-th sample of the survey
personnel. The conditional expeoted value of ?,, taken over the second stage of

randomization for a fixed sample of units is given by
E(Y,) =T, . (31

which may be different from the eatimate ¥, based on the true values of the units

in the sample. The expected value of this ¥7,, over the first stage of randomization
gives

E(Y,)=7Y, . (3.2)
whioh is the value that can be unbiasedly estimated by the specified survey process.
This value ¥’ may be different from the true population total ¥ and the difference

Bity=Y'-Y . (3.3)
may be termed the ‘total bias'.
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It may be noted that the sampling bias ia given by

B(s) = B(Y,)—7, e (3.4)
which is the difference between the expected value of the estimator based on the true
values and the true value of the popuintion total. Since the total bins is the sum of
gampling and non-sampling biases, the non-sampling or reaponse bias is given by

B(r) = B{)—B(s) = Y'—E(Y,) = B(Y,—Y) .. (3.5)

which is the expected value of the non-sampling or response deviation for the s-th
sample. If it is a completo enumeration, there is no sampling bias and the total
bias consists of only the response bias. In case of many sample surveys also, the
total bins consists of only tho response bias, since uaually unbiased estimators (from
the point of view of sampling of wnits) aro used.

To fix the ideas let us consider an example where a simple random sample of
» units is drawn without replacement from w population of N units and surveyed
by k porsons chosen with equal probability from a large population of K persons quali-
fied for this work, each person surveying m of the units assigned to him at random
(n = mk). Let y,; be the value reported by the j-th investigator for the i-th unit
allotted to him in the s-th sample. Then an estimator of the population total is
given by
"
z Yaij « e (38)

g
n

~ M

ibl les of investigators where the

The conditional expected value over all p ): g

s-th sample is fixed is

=" % & LS
E( /-9)=n'-ljym» ("—"').!In‘.—'l? ] Yiij -

If there were no non-sampling errors in the survey, the estimator would be

¥= Yo

S (=
- M=

where y, is the true value. The difference
d,; = yu —Y o (37)
may be considered to be the ‘response deviation’. This deviation mey also depend
on the partioular sample being surveyed because of the possible influence of some
units on those of the others in the sample. The response bias in this case is given by
Br)=Y-Y . (3.8)

N
where v=1%% 5 v.,

HE
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£ standing for tho tion over all sampl taining the i-th unit. If the average
i )
response for & unit is not affected by that of another unit in the sample, i, if y,; = i
then
N 1 X
' = o[Yi= 5 T Yy) .. (3.9
y=sr(ti=git) 38)

There are a number of tochniques availablo for the assessment of response
bias(Lahiri, 1957u. 1957h). ‘T'he survey figure may bo compared with an extornal figure
obtained by some other ngency or by the samo agency in some provious period after
making the necessary adjustments for differences in coverago, definitions, survey
perivd eto. This comparison may be taken as a broud check of the survey figure.
This cheok is termed ‘external aggregative check’. A bettor check would be to have
unit by unit comparison of the survey data with the corresponding values in some
other survey. This method is termed ‘external unitary chock’. 1t may be noted that
there would e considorablo difficulties in matching the units for this type of check.
In these checks the assumption is that ono source of data is more reliable than the
other. If this ussumption is not ture, it would be difficult to conclude which figure
is subject to moro bias in case of discrey ies.  Another techniquo of ing res-
pouse bias is to draw the samplo in the form of two or more interpenctrating sub-
samples and to get thesc surveyed by different groups of investigators. This procedure
is known as the method of interpenetrating sub-samples and will be considered in

detail in Section 10.

The response bias in a census can be estimated by surreying a sample of units
in the population using better techniques of data collection and compilution than
would be possible under census conditions. Such survoys which are usually conducted
just after the census to study the quality of the census data are called ‘post-enumera-
tion survoys’. Even in case of a large scale sample survey. the responso bias can be
estimated by resurveying a sub-sample of the original sanple using better survey techni-
ques. Another method of checking survey data would be to compare the values of
the units obtained in two surveys and to reconcile the figures by further investiga-
tion in case of discrepancies. This method of checking is termed ‘reconciliation
(oheck) surveys.

4. NON-SAMPLING VARIANOCE

The mean squaro etror of the egtimator ¥,,, based on the a-th sample of units
and supplied by the r-th sawple of the survey personnel, is by definition

H(Y,) = B(T,—Yp . (1)
where Y is the true value being cstimated. This is & measure of the divergence of the

estimator from the true value, taking into account both sampling and non-sampling
errors.  This measure consists of bias and variance, that is,

M(Y,) = V(F,)+BYD,)
= B¥,~PpHr-Tp . (62)
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where Y’ is the expeoted value of the estimator taken over both the stages of rando-
mization. The variance of the cstimator is a measure of the divergence of the esti-
mator from its oxpoected value and Y’ —Y is the biss. Taking the variance over the
two stages of randomization, we get
Vil Vo) = VEAL )+ BV (Y )
= V(P +BET,~ T2 o (43)
From (4.3) we see that the variance can be split up into two parts—sampling variance
and response variance. The second torm stands for the expected value of the square
of the response deviations of the samplo estimates from their expected value taken
over both the stages of randofnization. This term can be further split up by writing
7~ =(F,-¥, -2 AY) (.-

where ¥, = E(Y,), and taking the variance we get

E,,( i’n— 5’1.)’ = Eu( iu_ .ch_ i’.v+ Y‘)"I'E'( i’.y— Y‘)’. . (44)
The first term on the right in (4.4) is the interaction between the sampling and non-
yampling errors and the second term is the variance between survey personnel. Thus
we seo that the mean square of the estimator consists of sampling variance, interaction
between sampling and non-sampling errors, variance between survey personnel and
square of sum of the sampling and non-sampling biases. In a complete census the
mean square error is composed of only the non-sampling variance and square of the

response bias.

5. SIMPLE RANDOM SAMPLING

To fix the ideas let us consider the case where a simple random sample of n
units drawn with replacement from a population of N units is divided at random into
k equal sub-samples of m units each and these sub-samples are surveyed by
investigators selected with equal probability from a large population of K investi-
gators qualified for this work. Lot Y;; and Y, be the value reported by the j-th
investigator for the i-th unit in the population and its true value respectively. Suppose
yi; is the value reported for the i-th unit in the sample by the j-th selected investigator.
Here it is assumed that the response for a unit is not affscted by the response of other
units in the sample. An eatimator of the population mean is given by

1 ktnm
228w m=im e (8)
'The expeoted value of the estimator taken over the two stages of randomization is
Y E g, 1K -
)= 5 = Y,,(Y‘ g2 yv) o (5:2)
=
and the total bjas, whioh in this case consiats wholly of response bias, is
) [ -
B(t) = B(r) = ¥ f‘. (¥; =T, o (8.3)
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The variance of the estimator is given by
Vi (§) = V.E+E, VG
The conditional expected

where the subscripts denoto the stages of randomization.
value of # over the second stage of randomization for a fixed sample of units is
12 . ) 1 Z
= =%y ).
Ef9) Py ‘E Yo (y; Ky i )
The unconditional variance of this over the first atage of randomization is given by

V.EAG) = ‘:? o} = zlv )E (¥;—¥'y (5.4)

The conditional variance of § over the second stage of randomization for a fixed sample

of units is

i SR it E it Y]
= e r Yi—% Yiy— Y)Y ]

for V, ( ! E Vi ) is the same for all j. Taking the unconditional expected value of

this expression over the first stage of randomization, we get

i —1) zzm—m =Y0)

1 1 Xrm ¥ _ym

BV = i B 5 2 Yot Ry 3
= o ok [14m—1)p). (5.6)

where o% is termed ‘simple’ or ‘uncorrelated’ rosponse variauce and is given by the

variance of individual response deviations, that is,

XK K . ~
=gy & vy (5.6)

and p is the intra-olass correlation among the response deviations in a sample can-
vassed by one investigator (intra-investigator correlation), and iy given by

PG 5.5 N SR 6.1
P J_KN(N—I) it .( g— YWY, = Yo). (6.7)
Hence the variance and the mean square error of § are
v(g) ="_:+”j [14-(m—1)p] (5.8)
n
(5.9)

m.s.e. (§) = V(§)+(¥'—T).
260
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In case of & plete oconsus, pling vari would be zero and hence the variance
and mean square error of the census ﬁgu:e § are given by

Vg)= [l +(m—1)p) .o (6.10)

ma.e. (§f) = V(§)+(¥'— »# e (811)

The result in (5.8) shows the contribution to the total variance from the res-
ponse variation and it also brings out the impact of the intra-olass correlation among
the responses in o sample canvassed by one investigator (intra-investigator correla-
tion) on the reaponse variance. The intra-class correlation will be positive if the res-
ponse deviations for the different units have a consistent tendency to be in one direc-
tion for an investigator and in another direction for another investigator. Even
when this correlation is small, the contribution to the response variation may be

iderable if m, the ber of units surveyed by each investigator is large. For
instance, if p = 0.01 and m = 1000, the response variation becomes about ten
times more than that in case of p = 0.

An unbiased estimator of the variance of the estimator § given in (5.8) is given
by

Pg) = [ I)E(y-, o, (ﬂ.,=%‘?y,,) v (5.12)

for E (::‘.if,—lq']’) = HEV(§)+ Y1~ P§)—F] = Kk—1) V(5).

This result shows that if £ independent samples are surveyed by k investigators selected
with equal probability from a large population of investigators, then it is poasible to
got an unbiased estimator of the total variance (and not the total mean square error).
This procedure is known as the method of ‘interpenetrating sub-samples’ whioh is

oconsidered in detail in Section 10. The variance between investigators is given by

ot =11i 3‘5 ®y=PP=0lp . (513)

for of = ?[l ;(YH_Y()]

1 E N g N ,
= —f%( 4)+KN.z?_,a(yo—r:)(yw—yo’)

if N is assumed to be large. An unbiased estimator of ¢% is given by

# = )~ 5§ o (14
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for taking the conditional expected value of the second term in (5.14), we get

1313y, -7y
ey S ]
and the expeoted value of this expression over the sample of investigators, is given by
1 1

m NK

where o2 is the total variance in the population and is given by

D S o L
T I (Fy=Tyi=2 ot—ay),

o= L z'; ? (V= T = a2 408, e (55)

o _ o[ OF (m—l)g__l T
Hence E@Y) =k mk +7k_ tr,] ;'(a-’ %) =,

6. ESTIMATION OF POPULATION PROPORTION

Tt is interesting to consider the question of response variance in estimating
a population proportion. Let ¥; be 1 or 0 according as the j-th investigator reports
the i-th unit in the population as belonging to a particular class or not and let P; be
the proportion of the investigators reporting the i-th wunit in the population as
belonging to that class. Suppose a simple random sample of % units is drawn with
replacement from a population of N units to be surveyed by a sample of & persons
selected with equal probability from a large population of K persons qualified for this
work. An estimator of the population proportion P is given by

1

k
where y,; is 1 or 0 according as the j-th selected investigator reports the i-th unit in
the sample as belonging to a given class or not. The expected value of this estimator
over both the stages of randomization is

>3 Yy (n=mk) .. (8.1)

i

- M

A N
E(P) =;, ? P=P . (6.2)

and the bias, which in this case consists of only the response biaa, is P’—P. In this
case o2 and o7 defined in (6.4) and (5.8) respectively are given by

o= 1% Py 6
=y i@ . (83)
and =g TPQ (@=1-P). 60
The variance of P is
VB = L E-Pp L £ PQ o1
= w 2B o ¢t i [14(m—1)p). e (6.5)
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From (5.12) it can be seen that an unbiased estimator of the total variance given in
(8.6) is

5 1
PP = HE=1)

(py—p) (6.6)

“ M

where 2.; is the sample proportion reported by the j-th selected investigator in the
semple assigned to him and p is the over-all sample proportion. From (5.14), an
unbiased estimator of the variance between investigators o? is given by

8 = D(P)—

1 k
Tl wo

If the intra-clas correlation is assumed to be 0, then the variance given in (6.5)
reduces to

7 =22, @ =1-p . (68)
This result is interesting because it shows that the expression which ia normally used
a8 the sampling variance of a sample proportion includes not only the sampling

variance but also the uncorrelated response variance (Hansen, Hurwitz and Bershad,
1961). An unbiased estimator of the variance is

?(ﬁ)=(£9T), g=1—p) . (6.9)

since E(pg) = E(p)—B(p*) = P'—V(p)—P"* = (n—1)V(p). Here sgain we see that
the variance estimator of a sample proportion usually used to estimate the sampling
variance estimates unbiasedly the total variance including both the sampling variance
and the uncorrelated response variance.

7. COST FUNQTION

Let, us consider the oase of getting optimum values of &, the number of investi-
gators, and m, the number of units assigned to each investigator, which would mini-
mize the total variance for a given fixed oost. Suppose the cost function

C = kC,+nC, . )

where C, is the cost of reoruiting and training one investigator, C, ia the cost of survey-
ing one unit and » = km. The total variance of the estimator § of the population

mean Y, given in (5.8), may be written as

(1.2)
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units. But usually in practico this situation does not arise. For instance, if quea-
tionnaires are mailed to a number of farmers, the non-response rate may not be uni-
form among the farmers having land-holdings of different sizes and hence the results
based only on the resp of the responding farmers may be misleading. It
may be noted that in most cases of non-response, the response may be obtained by
persuasion, repeated visits to the non-responding units etc.

One way of dealing with the problem of non-response is to make all efforta
to collect information from a sub-sample of the units not responding in the first attempt
(Hansen and Hurtwitz, 1948). Suppose. out of » unita selected with equal probabi-
lity without replacement from a population of ¥ units, », units respond and n,(= n—n,)
units do not respond in the first attempt. Let a sub-sample of n; units be selected
from the n, non-responding units with equal probability without replacement for
making sepcial efforts to collect the information. If §, and §, are sample means
based on the n, units responding in the first attempt and on the sub-sample of ny
units respectively, then an unbiased estimator of the population total Y is given by

¥ =X mgitnai. o)

It may be notod that there are three stages of randomization in this case;
sampling of units, number of units in the sample not responding in the first attempt
and sub-sampling of n,’ units from the n, units not responding in the first attempt.
Taking the variance of the estimator given in (9.1) over these three stages of rando-
mization, we have

V;u(i) = V\E,E( f’)+El VaEn(i)+Eszyz(i)

where E and V stand for conditional expected value and variance and the subseripts
denote the stages of randomization. The conditional expected value and variance
over the third stage of randomization are given by

B(T) = Y tmictnad) = W5, (5, = L % 4
-

N?

and Va(y ) = nt

ng(ng—ns) % 5= l_%’ (Ysi—Fo)*

' 1) ¢ ¥ Yol
where 4 is the sample mean based on all the % units in the sample and yy; is the value
of the i-th non-responding unit in the sample. Further it can be seen that

E,(Ng)=Ng and FyN§)=0.
Hence the variance of the estimator is given by
N N ny
VE) = VDB o () k-1 d],
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where k = ny/ns. 8ince
- N ny\ N,
i) =y, clend B, (2)="

where o} is the variance between the units in the population not responding in the
first attempt and N, is the number of such non-responding unite in the population,
the variance becomes
5, NYN—n)o* N Nio?
pPy="NT TR D gy A2 0%
(Y) V=1) n+n( )(N’_” (8.2
where o is the variance between the N units in the population.
The cost function in this case may be of the form

C= c,n+c,nP+c,% Q o (0.3)

where C, is the cost per unit for the first attempt at data collection, C, is tho cost per
unit for tabulation, C, is the cost per unit rampled from the non-responding units
(for obtaining data by additional efforts and for tabulation), P is the proportion of
units in the population that would have responded in the first attempt, and @ = 1 — P,
The optimum values of # and k which would minimize the cost, ensuring at the same
time a given value V?* for the variance of the estimator, are given by

~ N—-1o31
n=h [ l+(k_l)Q’NZ:1 4 (9.4)
_ M= het G
b= [vSim ~ oo - (89)
s Ne
where - N-1,’
o+

the sample size required for ensuring the value v® for the varianoe if there wers complete

response. If it is assumed that o* = ¢} and NNT1= NNI = 1, the optimum values
—
of n and k reduce to
n = Al+(k—1)Q), . (9.8)
C,P
k= _
J G+ CP.

An interesting device in dealing with ‘not at home’ cases has been considered by
Politz and Simmons (1949). This procedure consista in ascertaining from the respond-
ing households the chance of their being at home at a particular point of time and
weighting the results with the inverse of this chance. For instance, the households
may be asked whether they were at home at some specified time during the previous
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6days. Thentheh holds may be classified as being at home once in 8 visits, twice
in 6 visits eto, and the data obtained for the different classes may be weightad by the
inverse of the respective probabilities of being at home. In practice some bias would
still persiat because of persons not at home during the entire investigation period,
who cannat be contacted.

10. INTERPENETRATING SUB-$AMPLES

The technique of interpenetrating sub-samples, which is due to Mahalanobis
(1940, 1944, 1946), in its most genoral sense consiats of drawing the sample in the form
of k sub-ssmples according to any probability sampling design which would enable
in getting valid cstimates of the population parameter under consideration and sub-
jecting these sub-snmples to & different operations to study the differential effects of
these operations. This technique has many possibilities in the field of censuses
and survey sin assessing non-sampling error (Lahiri, 1963, 1957, 19567b; Mahalanobis,
1956; Mahalanobis and Lahiri, 1961). One of the advantages has been mentioned in
Section 5. There it was shown that if & independent interponetrating sub-samples
are drawn from a population of investigators, it would be possible to estimate the
total variance of the estimator including both sampling and response variations.

Linked sub-samples. Originally, Mahalanobis (1940) made use of this technique
in orop surveys to find out the differential investigator biss. For this purpose, linked
pairs of grids (square parcel of land) were located at random on the maps in the form
of dumb-bell shaped tigures, one end of each figure representing the grid belonging
to sub-sample | and the other end representing the grid belonging to sub-sample 2.
One sub-sample was investigated by one set of investigators and the other sub-sample
by an eutirely different set of investigators independently. Under certain well-known
assumptions Student’s t-test may be applied to the difference between the estimates
based on the two sub-samples to test the hypothesis that there is no differential investi-
gator bias at any speoified level of singificance. If the difference turns out to be signi-
ficant, it means that the direction and magnitude of investigator bias are not of the
same nature for all the investigators. It may be noted that if the difference turns
out to be statistically insignificant, it does not menn that the investigator bias is zero.
For, this result may be due to the fact that the biases are all of the same order and in
the same direotion.

The above method ean well be applied to bring out the differential effect
of different tabulation procedures, methods of data colleotion, ete., and to bring out the
variation over time. Suppose one is interested in finding out whether intensive train-
ing of the inveatigators for & given survey is essential or not. For this purpose, one sub-
sample may be assigned to intensively trained investigators and the other sub-sample
to investigators who have got only superficial training. If the difference in the resulta
obtained from these two sub-samples turns out to be significant, there is a strong
oase for adopting the method of intensive training in future surveys of a similar nature.
On the other hand, if the difference were not significant, it would mean that for this
type of survey intensive training is perhaps not essential.
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The technique of interpenetrating sub-samples may be used as a cheok on the

different operations involved in large scale surveys. Suppose one wishes to have a
oheck on the calculations at the time of tabulation. For this purpose, the sample
may be divided into k linked sub-sampl igned to k different groups of comp

at random and tho estimates may be obtained from each of these sub-samples. If
there is good ag t bet these estimates, for all practical purposes it may be
assumed with certain amount of confid that the caloulations have been done
correctly. If one of thess estimates diffors from the others (assuming % is more than
2) and if there is good ag t bet the remaining k—1 esti , one naturally
suspects the calculations done on that sub-sample and gets that estimate recaleu-
lated. Thus it is seen that suitable action can be taken on the basis of the sub-sample

timates thoreby i ing the acouracy and utility of the final results,

It is to be noted that detailed interpenetration of the sub-samples would
require additional preparatory timo and would increase the complexity of work at the
field and the tabulation stages to somo extent (Mokashi, 1850). It is also found that
the powor of the interpenstrating sub-sample check is generally low due to the fact that
the estimate of variance usually used in the test is bused only on & few degrees of
freedom (Sukhatme and Seth, 1952). It may be noted that the larger the positive
correlation between the sub-samples, the greater will be the sensitivity of the teat and
lower will be the efficiency of the joint estimate based on the sub-samples. So if the
main object of the survey is to test the differential investigator bias, then it would be
desirable to have the same sample investigated by both the sets of investigators inde-
pendently under the same conditions. If this is not possible due to the presence of
conditioning effect bet ive investigations of the same unit, it would be
desirable to use sub-samples which are linked in such a way that the estimates from

thess samples are bighly correlated.

Independent aub-samples. As has already been pointed out, linked samples
are to be used only if the main objective is to find out the differential effect of two
operations, But if the main object is to get a reliable estimate of the population
parameter and the study of differential effects is only a subsidiary objective, then it is
preferable to have independent interpenetrating sub-samples. The difference between
the estimates based on two independent interpenetrating sub-samples provide a
measure of the sampling as well as non-sampling errors present in the results.

The technique of interpenetrating sub-samples is of help in caleulating the-
total variation especially in large scale sample surveys where a number of charaster-
istics are under consideration. If there are k independent interpenetrating sub-samples
subjected to k different operations each providing & valid estimate of the population
parameter under consideration, then an unbiased estimator of the variance of the
combined estimator (mean of the aub-sample estimates) is given by

M= E—g, w=1% 101
=R «ﬂ»(ﬂ—T‘%), . (10.1)

m
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where y, is the estimate based on the i-th sub-sample. It may be noted that this proce-
dure gives a simple method of getting an estimator of the varianee of a ratio estimator,

Ifr, (=¥:),(i =1,2, .., k) is an estimate of the population ratio B (= ;) based

on the i-th sub-sample, then an unbiased estimator of the variance of

1 &
R=_%Xr (10.2)
k
is given b PRy= L & p—rp (10.3)
gl y - k—(k——l) T [4 . e K
Since the variance of R* and that of the combined ratio estimator
&
Zy,
=
R= e (10.4)
EA
s

are approximately the same (Murthy and Nanjamma, 1959), (10.3) can be taken as
an estimator of the variance of R”.

It is to be noted that the variance estimator given in (10.1) holds even if the
variances of sub-sample estimates are different, provided the combined estimator is
taken as the arithmetic mean of the sub-sample estimates. An unbiased estimator
of variance can be obtained on the basis of independent interpenetrating sub-sample
estimates even if the sub-sample estimates are weighted to obtain the combined
estimator. If y and w; are respectively the estimate and the weight for the i-th
sub-sample (3 = 1, 2, ..., k), then an unbiased estimator of the variance of the com-
bined estimator

a '3 k
¥ =% wy, ( Sw= 1) o (105)
¢ i
. s 2 &
is given by 9(9) = Y’~T—_§JTD* ?Elw‘w,y,y,

since B(P1) = P( 17) + ¥* and the second term in the above expression estimates un-
biasedly ¥*. This expression after simplification becomes

Py = (Zwlyd)—(Cul)Ewy)
Ey = Bl e, we (10.6)
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Since this estimator, may be difficult to compute in practice, the following unbiased
variance estimator is suggeaud

P = - 2 Z = - H—l—l‘)[( :

In case of k= 2 this becomes simply 7y = f’—y,y, which is quite simple to
ealculate aince f’r y, and y, would be readily available.

Suppose in a stratified sample design, there are k independent interpenetra-
ting sub-samples in each stratum. Let y,; denote the estimate of the a-th stratum
total based on the i-th eub-sample (s=1,2,..., L; i=1,2, ..., k). The variance
estimator based on sub-sample estimates may be obtained either using strata sub-
sample estimates or just the sub-samplo eatimates pooled over the strata. That is

N x
Py = k(,‘ 72 £ 2“:(y.x gt o (10.7)
PP = W) f.? (y«—9° ... (10.8)
1 B
where Jn= 7 & Ey,;, Yu= Ey,« and § 2‘3

Of these two estimators (10.7) is more efficient than (10.8) (Murthy, 1962), though the
oaloulation of the latter will be less time consuming than that of the former. Ina
stratified sample design with & independent interpenetrating sub-samples, if y,, and
z,; denote the estimates of the s-th stratum total for the characteristics y and z
respectively based on the i-th aub-ssmple, then an estimator of the variance of the

ratio estimator B(=g/z) is given by

N Lk Lk "k
P = B[ 2 02 S ) (2 R S (2]

(10.9)

11
£ Hk—

and an estimator of the biaa in R is given by

B(R) = e (10.10)

X
whers R’ = L‘ !::—". (Murthy and Nanjamma, 1959).
D

“_l

Operationally this techniqueis convenient b it simplifies the computation
of variance in oase of complicated designs and at the same time helps having a broad
internal check on the results. The efficiency of the variance estimator is, however,
impaired due to the reduction in the ber of degrees of freedom on which such
estimates are based. However, the range of the sub-sample estimates provides
a oonfidence intarval for the median of the estimator (whioh is the same as the mean
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k-1
if the distribution is symmetric) with a confidence coefficient of l—( ;) irrespective

of the distribution of the estimator. It may be noted that the interpenetrating sub-.
samples are of value if the survey has to be carried out in ruccessive stages due to the
necessity of providing preliminary results. The agrcoment of the sub-sample osti-
mates is likoly to be more convincing to the layman than any statement of snmpling
and non-sampling errors.

Supposo there are m agencies and n parties of investigators within each agency
to conduot tho survey. Then 8 or amultiple of mn (say kmn) independent inter-
penetrating sub-samples may be elected and each party of investigators in each
agency may be assigned & sub-samplox at random for being surveyed. With this
arrangement the total variation of the estimator may be analyse as given below.

souroe of varistion dogreen of freodom
betwoon agencies m—1
betweon partice min—1)
within error mn{k—1)
total mnk—1

This analysis will help in locating the stages of operation where there is much of dis-
orepancy. For instance if the between agency difference turned out to be statistically
significant, if would mean that the survey has not been carried out according to the
same specifications by one or more of the agencies. Similarly a significant result for
the parties would mean that some parties have not funotionod according to the
specifications.

11. Use OF QUALITY CONTROL TECHNIQUES

The technique of statistical quality control (SQC) may be applied to census
and survey work to assess the quality of the work and to im prove the out-going quality
with suitable corrective action. For this purpose it is desirable to use those SQC
techniques which have built-in devices for initiating correctivo action. More attention
is to be paid to control of errors through SQC techniques than to accoptance plans
for finished work. For a partioular situation, the best plan is defined as that which
ensures the highest out-going quality for a given cost or nltornatively the lowsst cost
for a specified out-going quality. There is considerable scopo to apply SQC techniques
for control of errors in censuses and surveys bocause of the large amount of routine
repetitive operations involved such as coding, punching ete.

No attempt will be made here to desoribe all the SQC techniques which may
be applied to control errors in survoys Instead, one prooedure is desoribed which is
indicative of such applicati ppose k operators are doing & partioular routine
operation where the out-put can be checked and the per error-rate in the
finished work is specified. The work of each operator is first completely checked for
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a suitable length of time. If the error-rate is lesa than the specified rate, only a sample
of this work is verified in the subsequent periods of time. The decision regarding
whether to continue verification on a sample basis or to have complete verification
is taken separately for each operator on the basis of his cumulated error-rate over the
past period. It may be noted that this procedure will help considerably in reducing
the cost of verification and at the aame time will enaurs a specified quality level for the
finished work. It may be mentioned that this type of procedure is being used in the
United States Bureau of the Census and that this has been found to be helpful in
ocontrolling errors in census and survey work.

RarzazNozs
Braxsiow, Z. W. and Somn, M. G, (1950): Bias due to non-availsbility in sampling surveys. J. dmer.
Siat. An., &, 98-111,
Dunerx, J. (1858) : Non-response and call-bsaks in surveys. Bull. Inder. Siak. Inal., 84(2), 73-86.
Deuxvo, W. E. (1044): On errors in surveys. Amer, Soo. Rev., 9, 359-366.
(1960) : Sampling Derign in Business Research, John Wilsy end Bona.
Ersioay, M. A. (1950): A i dure for mailed i irea, J. Amer. Stas. Aas., 51, 209.227.

pliog p

Gares, K. and Kmwparr, M. G. (1987): An enquiry oconcemning interviewer vacisbulity. J. Roy. Sz,
So0., 180A, 121-147.

Gmosw, B. (1948) : Interpenetrating (net-work of) samples. Bull. Oal. Stal. Aar., 3, 108-119,

Guay, P. G. (1958): Examples of interviewer varisbility takea from two sampls surveys. Appl. Siat,
5, 73.86.

Havgsw, M. H. and Hozwrrz, W. N. (1846} : The problem of non.response error in sample surveys.
J. Amer. Siat. Adse., ¥, 617-529,

Hawngzx, M. H., Horwrrz, W, N. and Bzaszan, M. A. (1981): Measursmant of errors in censuess and
surveya. Bull. Inier. Sial. Inal., 38, (2), 359-374.

Huemy, M. H., Huewrez, W. N. and Mavow, W. G. (19563): Somple Swoey Methods ond Theory, John
Wilsy and Bona.

Bavenn, ¥. H,, Horwrrz, W. N, Minxs, E. 8. and Miorowa, W. P. (1851) :  Responss arrors in yurveys.
J. Amaer, Sial. daa.,, 48, 140.190.

Bomsox, R. H. sad Manws, E. §. (1958): Infuenos of the intarviswer on the sosurscy of survey results.
J. Amer. Siol. Ase., B8, 035.055.

Ena, L. (1982): Two studies of interview variance of socio-payahological variables. J. Amer. Sial. Ase.,
87, 02-115.

Lawmar, D. B. (1957s): Rasoent d in the ues of teahni for of errors in nations!
surveys in India Bull. Infer. Siaf. Inel., 86(2), 71.99,

(1957b) : Obearvations on the use of inter panetrating mmples in Indis. Bull. Inier. Stal Inat.,
36(3), 144-154.

Macvma, H. and Bazamax, V. (1861): Yug d 8 in evaluation of population cansuss and
sampling. Bull. Inter. Siat. Insi., 88, (2), 375-399

Mimarawonts, P, O. (1840} : A sample survey of the acreage undec jute in Bangal. Sankhya, 4, 511-530.

—— (1844): On large ecals sampls surveys. Phil. Trans. Roy. Soo., 381 B, 329-451.

(1946) : Reoent experi in statistioal sampling in the Indisn Statistioal Institute. J. Roy.
Btas. Soa., 108, 325-370.
(1950) 1 Ooat and aooursdy of resulta in sampling aad comple loa. Bul. Inter. Sich

Ins, 33(8), 310-019.
381



SANKHYA : THE INDIAN JOURNAL OF STATISTICS : Sxamss B

——— (1986): Statistios must have purpaes. Presideatial Addresm ai Pakistan Statistioal Conference.

—  ond Lamms, D. B. (1961} 1 Analyais of errors in consuses and surveys with special reference to
experiooos in Indis. Bull. Inter. Sial. Ins.. 88. (3), 409-133. Reprintod in Sankhyd, 58, A,

1001, 326-358.
Munrxy, M. N. (1862): Varianco and oonfidence interval estimation. Sankhpd, 24, B, 1.13.
Mowrny, M. N. and Naxsawsa, N. 3. (1859) :  Almoat unbiased ratio esti based on i ing

sub-sample owtimates. Samkbya, 31. 381.303.
Pourrz, A. N. and Stwutons, W. R. (1840): An attempt lo get the not-at-homea into the sampls without
oall.basks. J. Amer. Stat. Aes, M, 931
Sowaarus, P. V. (1953) :  Sampling Theory of Surveye with Applications, Tows Stato College Proms, 444-488.
———— sod 8577, G. R. (1852): Non-sampling errors in surveys. J. Ind. Soc. Agr. Stal., 4, 5.41,

Paper received : May,"1961.

282



	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016
	017
	018
	019
	020

