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ON A CONJECTURE OF GEISSER'S

By B. RAMACHANDRAN®
Indian Statistical Institute and McGill University

In this paper, wo establish a conjecture mado in S. Geisser (1973), namely,
Theorem : Let X and Y be iidrv’s and W = (X+4Y)/\/3. Then
W2~ xt iff X and Y are standard normal.

Proof : The ‘i’ part is common knowledge. For the results used below,
from the theory of analytic and of cntire characteristie functions (¢.f.’s), to
prove tho ‘only if* part, one may refer, for instance, to Ramachandran (1067),
Chapters 2 and 3. Let F and f be the d.f. and c.f. respectively of X (and T).
W2~ x} implies that

PV < =z]4P[ > 2] = 1—-D{z)+ O(—z) for all z> 0 o (D)
where @ is the standard normal d.f. It is casy to sce from (1), also noting
that 17 has a continuous d.f., that, for all real z,

P[V & 2]41—PI < —z] = O(x)+1—0(—2) = 20(z),
or, F denoting the d.f. conjugate to F,
F;y(x)-{-‘i'w(a:) = 20(z) for all real 2z,

or, in terms of ¢.f.’s,

Sty = 2ex( —% ) for all real ¢, -
Now, fip(t) =[f(t/]+/3)]2, so that we have from (2) that
2 Re([f))}} = LFOP+IA—N] = 2 exp(—1). - 3

Let now G = FoF (s denoting the convolution operation as usual), so that
g, its c.f,, equals f2. Then (3) gives :

[ cos tx dG(x) = exp(—#?) for all real ¢, e (4)
Familiar srguments then show that @ has momonts of all even orders (and so
of all orders) and that if ¢ be its moment of order £, then

dim 2
arn ¢

Uy = (—1)"
t=g
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and

$ (=1} a2 = ¢ for all real 4
n=0

In particular, tho serics T a,,(i?)*/(2r)! has infinite radius of convergence,
and the same is then true of tho series Ta,,_,(it)**-1/(2n—1)! as well, in view
of tho obvioua relation aan+aan_s > 2],_1|. In other words, g =f*is an
entiro c.f,, and hence so is f(as a ‘factor’ thereof). Further, (4) then holds for
all complex ¢ by analytio extension and wo have in particular, for ¢ = ir,
 cosh rzdG(x) = exp (r*) for all r> 0,
so that
M(r; g) = max{]g(z)| :]z] < r} = max[g(ir), g(—ir)]
< glin)+g(—ir)
= 2 [ cosh rzdG(z) = 2 exp(r?),

showing that g, as an entiro function, is of order two at most. The same is
then true of f(as o factor of g) and henco also of the two entire functions
given by tho integrals { coszz dF(z) and [ sin zx dF(x).
Let us now define, for resl ¢,
a(l) = [ (cos tz+sin lz) dF(x); v(t) = [ (cos tx—sin tz)dF(z).

Then, in view of what has been proved above, « and » ean be extended to the
complex plane, by means of the same relations, as entire functions of order
two at most. Also, tho relation

Re{[f(1)}}} = oxp(—£?) for all real ¢,

is equivalent to
a(ty(t) = exp(—12) for all real ¢ e {5)

since Re([f(1))3 = (Re f()}*—[Im f(t)1®. Thus (5) holds for all complex ¢as
well, showing that the entire functions % and v are non-vanishing as well; since”
they have already been shown to be of order two at most, it follows that each
is necessarily of the form exp @, where Q is & quadratic polynomial. Sinco
2(0) = v{0) = 1, and = and v are rcal and bounded for real ¢, it then easily
follows that

u(l) = exp(—at®+bt), v(l) = exp (—ci24dt),
with a,¢ > 0 and b, d real. Now, from tho dofinition of % and v, we have

u(t) = v(—?) for all ¢, or, oxp(—at*4bt) = exp (—cit—dt) for all ¢, so
that @ = ¢ and b+4+d = 0. Henco

J(t) = (cosh bt+1 sinh bt) oxp (—at®).
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Such an f being absolutely integrable, the corresponding probability density
function is given by the familiar inversion formula : f f(tye—t= dtj(2n) for all
real z; it can bo explicitly evaluated and tho condition that tho above integral
be non-negative for such zleads to b = 0. A “quick” proof of this fact may bo
obtained as follows. Suppose b 52 0 and f esaboveisa o.f. Then, Ro f{2)
= cosh bl exp(—af?) would bo a e.f. But, as we know, (cosh b)-! is a
¢.f. also, and it would follows that the normal o.f. exp(—ai?) has non-normal
factors, contrary to the well-known theorem of Lévy-Cramér which asserts
that a normal o.f. has only normal factors. Thus b = 0 and f{t) = exp(—at®).

Relation (3) then implies that @ = -;—. proving our theorem.

Remarks. (1) If X and Yareiid.,and (X—Y)*/2 ~ xi, then it is almost
trivial that X and Y are normal, with unit variance (obviously they may have
non-zero expeetation). For, W = (X—Y)/4/2 has nccessarily a symmelric
distribution, and if 12~ x}, ¥ must bo standard normal. Then, by the
Lévy-Cramér theorem, X and Y are normal as well—with (the samo mean
and) unit variance in view of their being identically distributed.

(2) Tho following comment on Geisser (1973) may bo pertinent. Tho
argument immediately following relation (7) there appears to need strengthen-
ing. Discussing the result that if X and Y arc indcpendent, with X*and ¥*
~ x} each, then 1¥3 = (aX+bY)?/c? ~ x} for some @,b 7 0 and c = (a34b2))
iff ot least one of X and Y is standard normel, tho author arrives at the
relation

Ux(btfe)—fy(—bije)) fxlatje)—fx(—at]c)] = O
valid for all real ¢, From this, he concludes that at least one of tho above
factors, say the first, must be identically zero, whereas all that we can claim
is that, for any given real ¢, cither the first factor or the socond vanishes (or
both do), leading respoctively to

(i) Se(befe) = exp(—b%*/2c?) or (ii) fx(atc) = exp(—a?/2c?)

in viow of the relations : fx(u)-+fr(—u) = fy(u)+/r(—u) = 2exp _% e
The argument will therefore have to be revised somewhat as follows. Either
(i) holda for all ¢ in somo neighbourhood of the origin, or thero is no such neigh-
bourhood; in the latter case, cvery neighbourhood of tho origin contuins a ¢
for which (ii) holds. In tho former caso, fy(t) = exp —-}; 8 ) identically, as
guaranteed by the theory of analytio o.f's In the latter caso, thero is & se-
quenco of points tending to the origin, at cach of which the e.f. fir eoincides
with the standard normal o.f. and it follows that fx coincides with tho latter
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identically (sco, for inst Section 1 of Ramachandran and Rao (1968)).
Thus, ono of tho two rwv.'s X and Y is standard normal, as required
to prove.

(3) Tho arguments for tho main theorom of this paper and those
made in the courso of Remark 1 do not carry over to tho case of
a general W = (aX4bY)c with |a] £ |b],a,b % 0 (c = a?4b?)! as beforo).
All that we can claim seems to be that if 12~ y}, then IV and henco X and Y
(assumed i.i.d. as beforo) have entire of.’s of order two at most. The best
result wo have at present concerning such 1Y appears to Le ono duo to Geisser
(1973), extending an earlier result of Roberts’, which asserts that if X and Y
are iid., then they aro standard normal iff W} = (aX-4+bY)/c? and W} =
(aX—bY)t/c? aro both ~ x} for somo a,b £ 0, |a| # |b] :if |a| = |b|, we
havo just scen what the possibilities are.

A result which contains the above result of Geisser’s may not be devoid
of interest : if X and Y are independent and have tho same variance, and 17}
and 117 are both ~ X3}, then at lcast one of X and Y is standard normal.
For, wo have

fy, Oy (0= 2exp (— g #) for j=1,2;

adding theso two relations and noting that
S () = Ixtatfe)fy(ife), [y (t) = fx(alfc) fy(—bt]c),

wo have
{Lx(atio)+Fxt—atio fr{btie)+Fe(—~bie)] = 4 exp (= ©),
or,
Ro fzlatle) . Refy(bije) = exp (—=5 £).

The factors on the LHS of tho last relation aro both o.£’s (of symmetrie d'.ti’s)
and it follows from tho Lévy-Cramér theorem that both correspond to normal
d.f's with zero mean. Then, tho condition that lX and Y have the samo
variance leads to: ReJfx(l) = Rofy(!) = oxp( —-5-1'). g0 that X? and
Y* ~ y1. Then, by tho result quoted in Romark 2, at least ono of X and Y is
standard normal. In particular, if X and Y aro ifd,, both aro standard
normal, agrecing with tho result of Geisser’s cited at tho beginning of thix
Remark.
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The referco and Professor 8. Geisser have pointed out to me that the main
result of the present puper has been obtained independently and infer alia
by G. Funk and R. Rodine, and that the substance of the various remarks
abovo is also to be found in a paper by H. Block. Theso papers have been
added to my original list of references now, and I am grateful to tho editors
and the referco for pre-publication copics of theso two papers.
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