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Chapter 1

Measurement of

Unemployment : A

Conceptual Framework

1.1 Introduction

Employment is one of the most important socioeconomic variables. Data
on employmeni provide information about the extent of utilisation of the
economically active population and are essential for a better understanding
of the economic problems of a country. Besides the level of employment,
it is also absolutely important to find oul the nature and the extent of
Auctuation of employment for at least three reasons. First, it provides
information on duration and spell of unemployment, i.e., how the total
unutilsed labour time of a population within a certain period is distributed
across the population (Akerlof and Main, 1980; Bowers, 1980; Hasan and
de Broucker, 1982), This information plays an important role in the for-
mulation of the government policy regarding unemployment doles, Second,
employment fluctuatijon is intimately related to the stability of the labour
market. Knowledge of the nature and the extent of this fluctuation helps to



(i) predict the time path of unemployment (David and Otsuki, 1968) and
also (ii) simulate labour force movements (Denton, 1973). Third, employ-
ment fluctuation is associated with employment uncertainty. Employment
uncertainty of the members of a household means income uncertainty of the
household, which is likely to aflect the intertemporal consumption decisions
of the household, leading to precautionary saving (Leland, 1968). Recently,
precautionary saving has been found to explain many of the long stand-
ing consumption puzzles and is considered by many economists to be one
of the most important contributors to capital accumulation in an economy
(Dynarski and Sheffrin, 1987; Blanchard and Mankiw, 1988 ; Zeldes, 1989,
Caballero, 1990, 1991 ; Deaton, 1992).

It is now more or less widely recognised that due to abject poverty in
the rural economics of many devcloping countries like India, very few peo-
ple can afford to remain unemployed for a long time. They tend to grab
whatever work opportunily they come across and after the completion of the
contract, become unemployed again (Sundaram and Tendulkar, 1988; Vis-
aria and Minhag, 1991). Since undereinployment is a common phenomenon
in the rural sector of India, considerable changes in the employment sta-
tus of individuals take place even within a very short reference period (say,
a week). Also, a significant portion of the population, especially women,
move frequently in and out of labour force — thus enhancing the extent of
fluctuation (Bardhan, 1984).

This dissertation attempts to find out the nature and the extent of em-
ployment fluctuation in rural India. The dissertation is partly theoretical
and partly empirical in nature. With the help of some statistical models,
we shall try to relate employment fluctuation to some impeortant individual
and household specific covariates. On the methodological side, we propose
‘a new index for measuring employment fluctuation, The empirical analyses
of employment fluctuation presented here are based on the household level
data on employment and unemployment collected by the National Sample
Survey Organisation (NSSO), Government of India, in their 38-th round
survey operations, for the rural sector of the state of Maharashtra.

Measurement of the extent and the severity of employment fluctuation
is especially pertinent for the rural population because underemployment

is a prominent feature of the rural sector. Any such discussion, however,



crucially hinges upon the concepts and the definitions of unemployment
used. Statistical analyses also depend upon the nature and the type of the
collected data. Essentially for this reason, in this introductory chapter we
shall discuss briefly the conceptual problems involved in measurement of
unemployment and the concepts adopted by the NS5O in their household
surveys on employment and unemployment. In the last section of the present
chapter, we shall briefly describe the structure of the present dissertation.
Needless to mentjon, the discussion here should help to specify the kind
of statistical analyses that need to be undertaken to study the problem of
employment fluctuation within the given framework.

The plan of this chapter iz as follows : Section 1.2 provides a briefl re-
view on the general conceptual framework for measuring unemployment and
underemployment, We next discuss in Section 1.3 the conceptual {rame-
work adopted by the NSSO for their all-India household employment and
unemployment enquiries conducted every five years. Section 1.4 critically
reviews this framework of the NSSO, The concepts adopted by NSSO have
certain limitations and may not be ideal for the kind of problems addressed
in this dissertation. Therefore, these definitions are slightly modified in this
dissertation. Section 1.5 describes these changes. IFinally in Section 1.6, the

types of problems addressed in this dissertation are discussed.

1.2 The General Conceptual Framework

The conceptual problems involved in measuring unemployment have been
discussed by many eminent economists.! The task of conceptualising unem-
ployment for operational purposes of measurement and policy formulations
has two aspects.
~First, some summary measures of unemployment, have to be defined. The
construction of a measure of unemplﬁyment involves two logical steps. First,
each person in the sample has to be assigned an appropriate labour force cat-
egory with respect to a reference peﬂnd. Next, the individual observations
should be combined into a single overall index. Following Shorrocks(1993b},
 we may refer these two steps as the “identification prublem"land the “ag-

gregation problem” respectively.

'For a brief survey of this literature, see Krishﬁa (1879) and United Nations (1984).



Second, the merits of different sets of quantitative characteristics used
to identify various kinds of unemployment need to be critically examined.
There are a number of such quantitative characteristics which are relevant for
developing some operational definition of unemployment suitable for coun-
tries like India, viz., the choice of reference period, classification of the type
of activity, alternative concepts of unemployment etc. In what follows, we

shall briefly discuss these characteristics.

1.2.1 Choice of Reference Period

Unemployment should be measured with respect to a reference period. This
reference period may be a day, a weck, a month or a year. The shorter the
time period, easier it is to distinguish meaningfully between employment,
unemployment and out of labour force status of an individual. If the time
reference is lengthened more than a month, it becomes more diflicult to
distinguish between these three labour market status in which an individual
may be during the reference period.

However, if the reference period is made too short, the chance factors may
affect an individual’s labour market status considerably. In Section 1.3, we
shall see that the NSSO tackles this problem by adopting a mowving reference
period throughout the year. This procedural convention greatly reduces the

chance {actor and also helps to obtain estimates relatively unaffected by

seasonality.

1.2.2 Primary Classification by Type of Activity

At any point of time, individuals in an economy are engaged in various
type of activities. The classification by type of activity is one of the most
useful and primary classifications of the population. A primary classification
“covering the whole population provides information on different groups with
respect to current economic activity. .

The details of this classification varies from country to country, each
country adopting its own standards. A guideline for broad classification
was provided in “Handbook of Population Census Methods" by the United
Nations (1958). The primary activity categories adopted by NSSO are de-
scribed in Appendix B. .



1.2.3 The Flow of Time Unemployment Rate (FTUR)

As a summary measure, economists often characterise the extent of unem-
ployment through unemployment rates, The underlying rationale is to focus
attention on the extent of unutilised labour.

An activity is defined to be a gainful activity if it increases the national
income. During the reference period, a person in the economy may be either
in the labour force or not, depending upon whether he/she is (i) engaged in
a gainful activity, (ii) searching for a gainful activity or (iii) simply willing
to accept a job, if available. If any one of the above three conditions are
satisfied the person is counted within the labour force.

Let the labour supply of a working person or that of a working population
be denoted by L* and the corresponding labour demand is given by LA
Then the flow of time unemployment rate, ut, may simply be defined as the
ratio of Lthe difference between labour supply and labour demand and labour

supply, i.e., |
s _ fd
Ut — (L LEL ) (1.2*1)

Here, L* and L? may be expressed in time units and thus may be natural

hours, days, weeks or years. They may also be expressed in some efficiency
unit?. It may be noted that when flows of labour are measured as flows of
labour time, they are not only measured in time units, but are also flows
per unit of time. Thus, we may have L® and L? measuring person hours
offered or demanded per day respectively.

Clearly, #* = 0 and u! = 1 represent, full employment and full unemploy-
ment respectively (either {or an individual or for the economy as a whole).
The intermediate case of 0 < u® < 1 represents underemployment, which

should bhe viewed as incomplete employment.

1.2.4 Alternative Criteria for Classifying a Person as Un-

employed

FTUR defined in Subsection 1.2.3 above tells us only about the extent of
underutilisation of labour time. The classification of a person as unemployed

is done on the basis of four major criteria. These are as follows :

?An efficiency unit can be defined as the amount of time required to yield either a constant

output or a constant income to the worker or the economy.

e m— ————— =



(i) time criterion : the person is gainfully occupied for less than some

‘normal’ time unit,

(ii) income criterion : the person's income per time unit is less than

‘desirable’,

(iii) willingness criterion : the person is willing to do more work and is
either actively searching for work or is simply available for work &f ¢

i3 offered on terms to which he/she is accustomed,

(iv) productivity criterion : the person is removable from his/her present

job in the sense that hig/her contribution to the output is less than

gome ‘optimal’ standard.

Each of these criteria serves its own specific purpose and nonec can be
regarded as the best. The application of these criteria would often yield
three or four different measures of unemployment. Sometimes a combination
of two or more of these criteria will yield many more estimates (Krishna,
1979). These measures are complementary to each other and are useful for
answering different policy questions. When one caiculates the number of
unemployed persons with respect to all of these criteria, one gets a complete

picture of the labour market situation in the economy.

1.2.5 The Stock of Persons Unemployment Rate (SPUR)

Using the definition of FTUR and one or more of the above four criteria,
we may measure unemployment not as a flow of labour time per unit of
time, but as a stock of persons at a particular poini of time. The stock
status of a person is determined by his/her flow status over the reference
period of the census/survey. Given some cut-off levels (norms) of labour
supply (L**) and of the flow rate of unemployment (u'), a sample person
whose actual labour supply L* exceeds L' during the reference period is
counted within the labour {orce whereas a person whose ' exceeds u'* in
the reference period is counted as unemplnyed,- If the total number of such
unemployed persons is L* and the total strength of the work force is L7,
the stock of persons unemployment rate, v? is defined as,

LY | - e
up —_— -L'—'ﬁ.,—' (1-2+2)



1.2.6 Limitations of Unemployment Rate

Although different types of unemployment rates are easy to compute and
interpret, they are recently been criticised because they are extremely par-
simonious in the use of readily available information (Shorrocks, 1993b).
The unemployment rates are based on a one-time “snapshot” of labour force
states and consequently contain no memory of individual employment expe-
riences.

To remove these limitations, sometimes the mean duration of unem-
ployment is also supplemented along with unemployment rates (Akerlof and
Main, 1980). Although the data on mean duration add a longitudinal di-
mension to the cross-section element captured by the unemployment rate,
it may be defined in a variety of ways (Salant, 1977). Also mean duration
takes no account of the dispersion in the distribution of spell lengths,

Recently attempts are being made to develop some more general indices
of unemployment (Paul, 1992; Shorrocks, 1992, 1993b). These studies of-
ten start by proposing some basic properties that should be satisfied by an
unemployment index and from these properties try to characterise a class
of unemployment measures. These new classes of unemployment indices
may be functions of the conventional unemployment rate, the mean un-
employment duration and the degree of dispersion in the distribution of
unemployment spells (Shorrocks, 1992).

Although these generalised indices are important and they open up a
new vista of research, in this dissertation we shall not use them. This is
partly because of some limitations in this new literature and partly because
our main interest in this dissertation is somewhat different.

Data on duration of unemployment may be collected in various ways.
One may observe interrupted or uninterrupted speils, Oor one may observe
‘a number of individuals for a specified period of time. In the last case, all
unemployment spells that terminate within that period are recorded. Here,
the individuals may experience multiple spells of unemployment and there
is no direct link between the number of spells and the size of the labour
force. One limitation of this new literature on unemployment indices is that
it cannot effectively deal with multiple spells of unemployment (Shorrocks,
1993b). It is this limitation which makes the new measures less useful in

our case. The data which we use is far from ideal for construction of such



indices,

The NSSO in India records the employment history of all individuals
for the past seven days. On each day an individual may be emploved,
unemployed or be out of labour force. As employment fluctuation in the
rural sector of India is high, many individuals change states even within so
brief a reference period.> Even if we restrict our attention to those being
consistently in the labour force, each of the individuals may have interrupted,
uninterrupted or even multiple spells of unemployment.

Also, in our study on unemployment in the rural sector of Maharashtra,
we consider separate measures for employment level and employment fiuc-
tuation to tackle the static and the dynamic aspects of employment. Thus
the employment situation prevailing in the economy is summarised not by
one, but by two {ypes of indices. In our study, the traditional unemploy-
ment rates arc used to summarise the one-time “snapshots” of the labour
force states. On the other hand, the dynamic nature of unemployment is

summarised by separate measures of employment fluctuation.

1.3 The Conceptual Framework and the Data Col-
lection Procedure of the NSSO

'All the Indian five year plans have stressed that a substantial expansion
of employment opportunities should be a major goal of planning. Since
at the time of independence quantitative estimates of unemployment were
unavailable, the first five year plan was based on fragmentary data on em-
ployment available from various secondary sources (Bhattacharya, 1981).
As the urgency of collection of data on employment for the whole country
on a regular basis was felt, the National Sample Survey (NSS) was set up in
1950 as a part of the Indian Statistical Institute for the collection of various

'kinds of socioeconomic data for the country as a whole through field sur-

veys for national accounting, planning and other policy purposes. The task
of collection of data on employment and unemployment was also entrusted
to the NS§. The first comprehensive household survey on employment and
unemployment in India was conducted in 1955. Since then the NSS have

been conducting quinquennial surveys on employment and unemployment

3See Chapter 2 of this dissertation.



in India.

This section provides a brief description of the concepts adopted in
the 38-th round survey operation of the NSSO. A brief discussion on the
sampling design, survey coverage, estimation procedure and other salient
features of the 38-th round survey operation of the NS8O is provided in
Appendix A. Details of all these may be found in Report No. 341/4, NSSO,

Government of India (1988).

1.3.1 The Conceptual Framework of the NSSO

Over the years, the conceptual framework for the survey of employment and
unemployment adopted by the NSSO has undergone many changes (Bhat-
tacharya, 1981}, During the 60's, it was felt that the simple measures like
the existing stock of unemployed persong or percentage of unemployed per-
sons would not reveal the true situation in the labour market in India as
it did in the advanced couniries. Iistimates were also required for homo-
geneous segments of the labour force defined in terms of such importiant
characteristics as region, sex, age, educalion, occupation, class of the worker,
rural-urban residence of the worker etc. (Mahalanobis, 1968). Also, it was
felt that the sample households should be distributed over the agricultural
seasons in a manner 8o that valid estimates of unemployment rates for each
of the season can be obtained separately. The “Report of the Committee of
Experts on Unemployment Estimates" (Dantwala Committee) set up by the
Planning Commission for an improvement in the data collection scheme was
a definite watershed in this process of evolution. Since, we shall work with
the household level data collected by the NSSO in their 38-th round survey
bperatinns (January — December, 1983), we shall restrict our discussion to
the conceptual framework adopted in the 38-th round survey operation only.

“Among the various criteria described in Subsection 1.2.4 above, the
NSSO adopts a mixture of time criterion and willingness criterion. Since the
early 1970's, the NSSO has begun to measure unemployment according to
three alternative definitions or concepts. Each definition or concept serves
its own specific purpose and identifies different features of the employment

‘In 1972, the NSS was taken over by the Government of India. It was placed under
the Department of Statistics of the Ministry of Planning and was renamed as the National

Sample Survey Organisation {NSSO).



situation prevailing in the country. They are, (i) the usual status approach,
(ii) the weekly status approach and (iii) the daily status approach. The first
of these, the usual status approach, focuses on the chronically unemployed
while the second one is concerned with the state of employment of individ-
uals during the reference week of the survey. In addition, the measurement
of unemployment in terms of person-days, which takes account of unem-
ployment within the reference week has been an Indian contribution to the
subject, now recommended internationally as well (United Nations, 1958;
Visaria and Minhas, 1991). It may be noticed that this third concept, in
particular, becomes very helpful in measuring underemployment.

Persons belonging to the three employment states are further classified
by attributes like age, sex, type of general and technical education, industry,
occupation etc. The classification of individuals for these three measures is
done according to the activities they pursue for the greater part of a year,
a week or one half of a day respectively. The different activity categories
used by the NSSO are presented in Appendix B while the corresponding
definitions are given in Appendix C.

1.3.2 Classification according to Usual Status

In the 38-th round survey of the NSSO, the status of activity in which an
individual spent relatively longer time of the preceding 365 days prior to
the date of the survey, was considered to be his/her usual activity status.
Accordingly, a person was classified as ‘working’ or ‘employed’ if he was en-
gaged for the major part of the preceding year in activity categories coded as
01-51, ‘unemployed’ for activities coded as 81-82 and ‘out of labour force' for
activities coded as 91-98 (see Appendix B). Within the two broad activity
cafegoriea, ‘working’ and ‘out of labour force’, the detailed activity category
‘was determined on the basis of téme criterion. A person categorised as
‘worker’ on the basis of his/her principal status was referred to as a princi-
pal status worker. Those of the ‘non-workers’ who pursued in a subsidiary
capacity some gainful activity along with their principal non-gainful activ-
1ty, were considered to be usually working in a subsidiary capacity and were
referred to as subsidiary status workers. These two groups, viz., princi-
pal status workers and subsidiary status workers together constituted all

workers according to the usual status classification.
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1.3.3 Classification according to Current Weekly Status

For classification of persons according to current weekly status, persons were
assigned a unique activity status. For persons pursuing different type of
activities approximately for the same time within the reference week, the
status of their activities was decided by adopting a priority-cum-major time
rule. Under the priority rule, the status of ‘working’ got priority over the
status of ‘not working but seeking or being available for work’, which in
turn got priority over the status of ‘not working and not seeking or not
being available for work’. For a person classified under the first or the last
category, his/her detailed activity status was determined by major-time-
spent criterion. Further, if a person had worked for at least one hour on
any day of the reference week, he/she was considered as ‘working’. A person
who had not worked during the week but was available for work even for
one hour on any day of the reference week was considered as ‘seeking and/or
was available for work’. Others constituted the category ‘not available for
work’. Agpregate of persons under the different activity status provided the
distribution of persons by activity on an average in a week of the survey

period of one year.

1.3.4 Classification according to Current Daily Status

In adopting the current daily status approach attempt was made to account
for the two major activities pursued by a person on each day of the reference
week, allocating ‘half day' to each activity. The basic unit of classification
was thus half-a-day. In assigning the activity status on a day, a person
was considered ‘working' for the entire day if he/she had worked 4 hours
or more on the day, and assigned the one or two (as the case might be)
work activities (01-71) to which he/she devoted the working time. But if
the work was done for 1 hour or more but less than 4 hours, he/she was
considered as ‘working’ (employed) for half day and ‘seeking or available for
work’ (unemployed) or ‘not available for work’ (out of labour force) for the
other half of the day depending upon whether he/she was seeking or was
available for employment on the day. On the other hand, if a person was not
engaged in any gainful work even for one hour of the day but was seeking

or was available for work for four hours or more, he/she was considered
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‘unemployed’ for the entire day. But if the reported availability for work
was for less than 4 hours only, he/she was considered ‘unemployed’ for half
day and ‘out of the labour force’ for the other half of the day. A person
who was neither having any work to do nor was available for work even
for one half of the day, was considered as ‘out of labour force' for that day
and assigned the one or two of the non-gainful activity status which he/she
had during the day. The aggregate of person-days so classified under the
various aclivity categories for all the seven days of the week divided by seven
gives the distribution of persons (strictly speaking, person-days) by activity

category on an average day of the one year survey period.

1.3.5 Probing Questions

[n order to understand the complex nature of work patterns, in the 38-
th round survey two sets of probing questions were asked. One sel was
administered on all persons aged more than five years except those who
were ecither very old or disabled. The second set concentrated on those
who were usually engaged in domestic duties. This was aimed at bringing
out the extent of participation of women engaged in household chores to
some specialised activities. The questions asked were supposed to reveal the
extent of discouraged drop out (Bardhan,1984),

1.4 A Critical Review

The NSSO data relating to unemployment are often questioned on the
ground that they indicate a much smaller prevalence of unemployment than
poverty. The widespread presumption of a close link between poverty and
unemploymernt overlooks the fact that in the absence of unemployment in-
surance, very few people in the rural areas can afford to remain idle for a
long time. Therefore, the usual status SPUR. should not be used as a proxy
for the level of living of the households.

The weekly status measurement of unemployment, on the other hand,
minimises the prnbability of a person being classified as unemployed by
combining a very liberal definition of employment (requiring only one hour of
‘gainful activity’ on any déy of the reference week). An alternative measure
suggested by Visaria(1981) has yielded more pessimistic estimates and has

12



exposed the restrictive nature of this measure.

The current daily status measure, however, is expected to capture the
underutilisation of labour time well. With half-a-day as the basic unit,
FTUR obtained from this approach, when averaged over all seasons, maybe
considered to be a fairly reliable estimate of the average extent of under-
utilisation of labour time over the whole year. It exhibits more variability
across regions, seasons, sex and other important covariates of employment.
Even then, it has been suspected that due to the problem of evaluating
the response of the self-employed of being ‘at work’, the person-day unem-
ployment rate (PDUR) reported for them may be an underestimate of the
underutilisation of labour time for this group (Sundaram and Tendulkar,
1988). Also, this measure cannot really reflect the level of living unless it is
correlated with the wage rates of various occupational groups. Such a task
will be a difficult one because the shadow wage rate for the self-employed,
who constitule a large part of the total population, is to be determined
accurately for this purpose.

Over the years, the data collected by the NSSO have provided more or
less reliable estimates and in most cases had been seen to be compatible
with a priori expectations. Moreover, with time, the concepts and the data
collection procedures have also improved. The 38-th round survey data, a
part of which we have used in this dissertation, have been collected after
those modifications suggested by various experts were implemented. In this
context, it may be mentioned that the results we have obtained do not

indicate any abnormal deviations from our a priori perceptions.

1.5 The Concepts Adopted in This Dissertation

In Section 1.2, we discussed that the shorter the time period - say, a day
~ or a week — the easier it is to distinguish meaningfully between employment
and unemployment. If the time reference is lengthened to a month or a year,
it becomes much more difficult to distinguish between the two states.
Throughout this dissertation we shall use the daily status measure-
ments because only from this measurement the day-to-day fluctuation
of employment of individuals can be constructed. However, we have
modified the NSSO definition of employment slightly in order to make it
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compatible with our theoretical framework of analysis. The modifications
that have been made is explained below.

From the activity category listed in Appendix B, for any day during
the reference week a person may be classified into any of the six following

categories :
(1) Fully employed
(ii) Fully unemployed
(iii) Fully out of labour force
(iv) Half employed — half unemployed
(v) Half employed — half out of labour force
(vi) Half unemployed — half out of labour force

This means that on any day of the reference week a person may belong to
any of these six states and movements are possible across these six states. A
part of the research reported in this dissertation has a theoretical framework
based on a simple Markov chain model defined on alternative employment
states. Assuch an analysis becomes very complicated if the number of states
considered is large, we have combined the above six states auiﬁably to have
{ewer states,

To be precise, we have defined an individual as employed (E) if he spends
four hours or more on a given day in gainful activities. If, however, the
individual works less than four hours on a day but searches for work (or,
is simply available for work) for at least one hour, he or she is classified as
unemployed (U), On the other hand, if the individual works for less than
four hours on a day and does not search (or, is not available) for work for
at least one more hour, he or she is classified to be out of labour force (O).

Note that this definition differs slightly from the NS5O definition, which
considers half-a-day as the basic unit. We have simplified this classification
by noting that very few persons actually change their activity status within
a day and thus, reduced the number of employment states by suitably re-
grouping them. In Chapter 2, we shall see that the above simplification
changes our measures of employment and unemployment rates from that of

the NSSO estimates only very slightly.
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All discussions on employment and unemployment should clearly identily
the population by explicitly speciflying a minimum age limit. As labour
market conditions vary from country to country, this minimum age limit
should be set in accordance with the condition prevailing in each country.
Since child labour is very widely used in the rural sector of India (Paul,
1988), in the present case this minimum age limit should not be very high.
However, since babies are always out of labour force, we have taken this
minimum age limit to be five years. This minimum age limit tallies with the
one generally adopted by the NS8O in their published reportis.® We have,
however, fixed no upper age limit. For the rural sector of India, it is diflicult
to fix this upper age limit because farmers and self-employed persons may
continue to work until they are very old.

Thus the population that we have considered in the empirical study
here consists of all persons in rural Maharashira unth age grealer than
or equal to five years. In some special cases, however, we also study the
employment behaviour separately for persons having age greater than or
equal to fifteen years, The main purpose of such an analysis is to have
an easy cross-validation of our results with those published in the NSSO
reports.5

Though unemployment based on daily status measure provides a more
realistic estimate of the unutilised labour-time, it has its limitations — par-
ticularly if the reference period of data collection is short. The first and
the foremost consideration is that the chance factors can affect the labour
market activities of people during the very short reference period, For ex-
ample, one day may be a holiday or during one week the weather may be
bad and therefore the labour market activities of the people get curtailed
drastically. Although the NSSO adopts a moving reference period for data
collection, such problems cannot be totally ruled out. Therefore, some of the

inferences drawn from our studies may be weak and should be interpreted

as hypotheses to be verified from other sources, if possible.

*See Report No. 341 /4, ‘Report on the Third Quinquennial Survey on Employment and
Unemployment, Maharashtra’, NSSQ, 1988, |
50p cit.
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1.6 The Plan of This Dissertation

The plan of this dissertation is as follows : Chapter 2 presents a brief em-
pirical examination of the extent and the nature of underemployment and
employment fluctuation in rural Maharashtra. In this study, we have mea-
sured employment fluctuation by the number of transitions (jumps) made
by individuals within a given reference period. We examine the variations
in underemployment and employment fluctuation separately across some
covariates.

Chapter 3 presents some general statistical models which try Lo explain
the variation in the observed number of jumps made by individuals. The
models developed are primarily based on Poisson and Negative Binomial
distributions. We relate the number of jumps to some important individual
and houschold specific covariates like region, subround, age, sex, caste, reli-
gion, education ctc. in an atiempt to explain the observed variations in the
number of jumps for individuals,

Although the number of jumps eflectively summarises the extent of em-
ployment fluctuation, some amount of information is lost because of this
summarisation. Alternatively, the problem of employment fluctuation can
be formulated as a problem of transition from one state of employment to
another during the reference period. Problems of this type arise quite fre-
quently in different fields of study (e.g., in migration, in job mobility etc.).
Chapter 4 tries to analyse the problem of employment fluctuation with the
help of a simple Markov chain model which examines the day-to-day transi-
tions across employment states, The transition matrix of this Markov chain
is supposed to reveal the extent and the nature of employment fluctuation.

In economics of transition, a problem which occurs frequently and severely
limits the scope of analysis is that of aggregation. Often the transition data
available are aggregated over individuals, (e.g., one may know only the ag-
gregate number of persons employed, unemployed and out of labour force
in each period). In such a case, a researcher is forced to assume some mul-
tivariate time series models — the most common form of time series model
used being the vector autoregressive moving average (VARM'A) maodel.

Chapter 4 examines the aggregation implication of time series models
under the assumption that the day-to-day employments of individuals fol-
low stationary and independent Markov chains. Here we show that the
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conditional distribution of the cell aggregates follows a nonstationary vec-
tor autoregressive (VAR) process, with both its mean vector and transition
matrix being functions of the transition probabilities.

Chapter 5 logically connects Chapters 2, 3 and 4. In Chapters 2 and 3,
employment fluctuation is measured by the total number of state changes
observed for individuals in the reference period. The number of jumps from
one employment state to another basically reflects the exient of movement
in the corresponding stochastic process. Chapter §, on the other hand,
starts from the same individual-specific assumption as in Chapter 4, viz.,
employment of individuals follow stationary and independent Markov chains.

Chapter 5 presents a measure for employment fluctuation based on the
notion of predictability of the time path of the aggregate employment vec-
tor, The measure we propose is derived from the period-to-period variation
of the cell aggregates of the individuals. The measure has some nice prob-
abilistic and information theoretic interpretations. It can be interpreted as
a weighted average of the entropies of the probability distributions corre-
sponding to the rows of the transition matrix. Also, it is proportional to the
probability that two individuals A and B will be in different. states in the
next period given that they are in the same state in the current period.

Although the transition matrix of a Markov chain reveals the nature and
the extent of transitions, for comparison of fluctuations of two diflerent tran-
sition matrices we need Lo have a gingle measure to be constructed from the
transition matrices. These measures are called mobility indices. Mobility
measures play an important role in summarising the extent of movement
and the extent of predictability from a transition matrix. Over the years,
many such measures have been proposed and used in economics, sociology
and other disciplines.

- Chapter 5 presents a brief discussion on mobility indices and shows that
the proposed measure of employment fluctuation can also be interpreted as
a measure of mobility over an important class of transition matrices that
are frequently encountered in reality, The measure is then applied to the
NSSO 38-th round data for rural Maharashtra to examine the nature of
employment predictability of different subgroups of the population under
consideration.

Chapter 6 considers another alternative approach to the study of employ-
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ment fluctuation. Since underemployment, is a common phenomenon in the
Indian rural labour market and also, employment fluctuates considerably,
households are exposed to the risk of unemployment. The existing literature
ignores this problem of variation of employment risk across various types of
households. In almost all these studies some aggregate measures of employ-
ment is regressed on its deterrminants, Apparently, adequate attention has
not been given to the effect of individual and houschold specific variables on
employment risk.

In Chapter 6, we show that under certain simple individual-gpecific be-
havioural assumptions, ordinary least squares (OL.S) will not be a valid
model. We consider the implications of two simple assumptions : (i) the

day-to-day employment of individualg are independent and (ii) the day-to-

day employment of individuals form independent Markov chains. In both
cases we show that under some intuitively appealing specifications, the as-
sumption of constant variance of employment rate across individuals is no
longer valid. In fact we show that the distribution of aggregate employ-
ment rate of individuals will belong to the clags of models proposed by Just
and Pope(1978, 1979) which had already been used widely in the context of
risk related to agricultural production. Empirically, we test, the presence of
heteroscedasticity across various covariate groups. The statistical tests cat-
egorically reveal that the problem of difference in employment risk cannot
be neglected.

Finally, Chapter 7summarises the main findings and provides some con-
cluding comments and observations.

There are three appendices to this dissertation. Appendix A describes
the survey design and the estimation procedure of the NSSQO. It also adds
some critical comments. Appendix B presents the NSSO definitions of var-

ious activity codes and finally Appendix C provides data definiticns.
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Chapter 2

Underemployment and
Employment Fluctuation in
Maharashtra : A Descriptive
Analysis of the Data

2.1 Introduction

This chapter carries out a preliminary data analysis regarding the extent
and the nature of underemployment and fluctuation of employment in rural
Maharashtra. It correlates employment fluctuation with some important
covariates like geographical area, agricultural season and various socioeco-
nomic groups of the population. This chapter, however, only serves as a
building block for the problem of employment fluctuation which is analysed
with the help of more sophisticated statistical models in subsequent chap-
ters. Therefore, in this chapter we examine the relationship of each covariate
group with underemployment and employment fluctuation separétely ignor-
ing any interrelationship among the covariates.

The plan of this chapter is as follows : Section 2.2 presents a very brief
survey of the main findings on the extent of underemployment in rural Ma-
harashtra. Section 2.3 carries out a descriptive data analysis with the help
of the NSSO 38-th round data on employment and unemployment for the

State. We calculate unemployment rate across several important covariates
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and compare our results with previous such findings. In Section 2.4, the
extent and the nature of employment fluctuation is examined. In this chap-
ter, we measure employment fluctuation by the number of state changes
(‘jumps’) made by the individuals over the reference period. We evaluate
the distribution of jumps for the aggregate data as well as for groups of
households classified by some important covariates and use these to identify
the groups of the population which are more affected by employment fluc-

tuation. Finally, Section 2.5 summariges the main ﬁndiﬁgs and makes some

concluding observations.

2.2 A Brief Review of Underemployment in Ru-

ral Maharashtra

Maharashtra is the third largest state in India, both in terms of area and
in terms of population. [ts geographical area is 307,762 sq. kms. The total
population of the State as per 1991 -cenﬂus was 7.88 crores. However, the
estimated population of the state, as on July 1, 1983, was 6.59 crores.! Out
of this total population, approximately 65 per cent were found to reside in
rural areas.?

The economy of Maharashtra presents a picture of extreme contrasts,
The organised industrial sector in this state is concentrated mostly in the
three districts of Bombay, Thane and Pune. Outside this industrial belt
traditionalism, tribalism and low yields and low productivity continue to
prevail. In agriculture too, excluding the pockets of sugarcane areas in the
Western part of Maharashtra, the rest of the state is dominated by rainfed
traditional agriculture.

In addition to the vulnerability in respect of rainfall, very low percentage
of gross cropped area is irrigated. Since most of this cropped area fall in
dry regions, the ultimate irrigation potential of the state is not much. Also,
there exists significant inter-regional variations in the extent of irrigation. In

Western Maharashtra and in the Eastern regions, the percentage of area ir-

'This estimate was obtained by interpolating the corresponding population estimates as
on March 1, 1981 and March 1, 1986. See page A-320 of Report No. 341/4, ‘Report on
the Third Quinquennial Survey on Emplnyment and Unemployment, Maharashtra', NSSO,
1988. |

20p cit,
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rigated varies from 16 to 23 whereas in Konkan, Vidarbha and Marathwada®
irrigation is less than 10% (Dev, 1992).

In Maharashtra, like most other states in India, more than 80% of the
rural workers are engaged in agriculture. In view of the limited facilities,
the opportunities for employment throughout the year in the rural areas
are limited. Subsistence farming in dry areas and insecurity of gainful em-
ployment in the entire rain-shadow arecas which are chronically affected by
drought lead to considerable unemployment and underemployment in the
rural parts of the State. From May 1972 onwards, the Government of Ma-
harashira introduced an Employment Guarantee Scheme (EGS) throughout
rural Maharashtra for mitigating the difficulties that the rural labour force
face in finding employment. The EGS provides an unlimited guarantee of
employment 1o all adults above 18 years of age who are willing to do un-
skilled manual work on a picce rate basis. The scheme aims at sustaining
houschold welfare in the short run and also at building up directly produc-
tive community assets.

It is generally believed that the EGS is one of the most successful schemes
ever pursued in India in reducing poverty and unemployment (Dréze and
Sen, 1990). There is, however, some heterogeneity within the state so far as
the success of the EGS is concerned {Ezekiel and Stuyt, 1990). Estimates
obtained from various sources regarding the extent of EGS employment also
vary widely (Dev, 1992).

One of the most important aspects of the EGS is that it has made the
rural labour market more stable. It has helped to prevent acute distress and
avoid such costly forms of adjustments as selling of assets. In other words,
even if the increase in employment and income is not large, the effect of the
existence of an employment or an income insurance has been very significant.
The study of Walker and Ryan (1990) reveals that the EGS villages have
about 50% less variable income stream than the non-EGS villages.

We now present some previous results on underemployment and employ-
ment fluctuation. One of the major problems in this context is the lack of

a reliable parallel data base which can be used for an external validation

JHistorically, Konkan, Western Maharashtra, Vidarbha and Marathu:.rada are the four
main subdivisions of Maharashtra, The NSSQ, however, divides the State into six agrocli-
~ matic regions. See Appendix C for the definition of the NSSO regions of Maharashtra and
how they are related with this historical subdivision.
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of the NSSO estimates. Unemployment by usual status for rural Maha-
rashtra estimated from the 32-nd round NSSO data was 1.61% while the
estimated person-day unemployment rate (PDUR) for the same was 7.35%
(Paul, 1988). The unemployment rates were found to vary widely across
the population. Unemployment and underemployment among females were
higher than that of males. The PDUR for males and ferales were 5.85%
and 9.31% respectively. Among occupational categories, the condition of the
agricultural labourers were very critical. The PDUR for them was 13.07%
and agricultural labour alone contributed about 70% to the total unem-

ployed person-days in the rural areas of the State (Paul, 1988).

2.3 Underemployment in Rural Maharashtra : A

Preliminary Data Analysis

In this section, we examine the nature and the extent of underemployment,
as revealed by the NSSO 38-th round survey data on employment.? Al-
together the NSSO 38-th round survey on employment and unemployment
covered aboutl 568 villages of Maharashtra, The number of sample house-
holds surveyed was 5388, with the number of sample persons being 27756,
Out of these 5388 households, details of daily status measurements were
unavailable for 280 households. Excluding those having age less than five
completed years, our sample consists of 23474 persons.

Using the NSSO 38-th round survey data on employment and unemploy-
ment, in this section we shall calculate PDUR for the aggregate as well as
separately for groups of population classified by some important covariates
like region, occupational category, caste and religious group of the house-
holds and age, sex and education of the individuals, Thus our study will be
similar in nature to that of Paul (1988).

~ First, we examine the extent of fluctuation in aggregate employment.
Over the period 1977-78 to 1983, the usual status unemployment has de-
clined considerably in the rural sector (Paul, 1988). We shall examine
whether this is also true for indicators of underemployment based on daily

status measures,

‘For a discussion on the NSSO 43-rd round survey data on employment, unemployment
and underemployment, see Ray and Jacob(1990) and Dev(1992).
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2.3.1 Underemployment in the Aggregate

In this subsection, we present the aggregate PDUR separately for the seven
days of the reference week. There is, however, a methodological problem
involved. The NSSO adopts moving reference period even within a sub-
round, i.e., two households which were visited in the same agroclimatic
season might have been visited on diflerent. days. Since the calendar dates
are not available, the aggregates should not be interpreted as pertaining to a
specific calendar date. And yet such an exercise is immensely useful because
it checks one important aspect of the validation exercise of the NSSO data
which is not very often repeated.

The results on day-to-day estimates are presented in Table 2.3.1. In all
the tables reported in this chapter, Emp, Unemp and Outlab mean percent-
ages of the total population employed, unemployed and out of labour force

regpectively. Unemprate denotes the person-day unemployment rate which

is defined as :

Unemp (2.3.1)

Uncemprate = —
lsmp 4+ Unemp

Note that Lhe above unemployment rate is a flow of time unemployment
rate defined in Chapter 1.

The NSSO survey design is not self-weighting. Iach sample household
represents a different number of households in the population. Since these
numbers, which are called multipliers, are different for different households,
all estimates of aggregates or averages in thig digssertation are calculated by
using the multipliers as weights. The details of method of estimation is
described in Appendix A.

Table 2.3.1 shows that the average of the unemployment rates across
days, which gives us PDUR for the reference week, is 0.0675. Note thal the
definition of employment adopted by us will yield slightly higher estimates of
unemployment rate than that according to the NSSO definition.> A compar-
ison of this with the corresponding estimate of 0.0735 of Paul (1988) for the
year 1977-78 mentioned in Section 2.2 above suggests that over the period
of 1977-78 to 1983, underemployment in the rural sector of Maharashtra has

*The estimated PDUR by the NSSO definition is 6.62% (See Table 30, A-124 in Report
No. 341 /4, ‘Report on the Third Quinquennial Survey on Employment and Unemployment,
Maharashtra’, NSSO, 1988.), which is very close to the estimate according to our definition.
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Table 2.3.1: Daywise Estimated Proportion of Persons by the States of

Employment and the Unemployment Rate for Seven Successive Days : Rural

Maharashtra, NSSO 38-th Round Combined Sample

States Estimated proportion of persons for Average
of Dayl | Day2 | Dayd | Dayd | Day 5 | Dey6 | Day 7 for
Employment geven days |
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Emp 0.4572 | 0.4579 | 0.4588 | 0.4615 | 0.4639 | 0.4690 { 0.4668 0.4622
Unemp 0.0360 | 0.0354 | 0.0351 | 0.0345 | 0.0328 | 0.0300 | 0.0304 0.0335
Qutlab 0.5067 | 0.5067 | 0.5060 | 0.5040 | 0.5032 | 0.5010 | 0.5028 0.5043

Uncinprate 0.0730 | 0.0718 | 0.0711 | 0.0695 | 0.0660 | 0.0601 | 0.061} 0.0675

somewhal decreased.

We now examine the nature and the extent of underemployment across
some important covariates. We restrict our attention to seven such co-
variates : (i) region, (ii) agricultural season {subround), (iii} household’s
main occupational type, (iv) social and religious group, and finally (v) age,
(vi) sex and (vii) education of the individuals. Sach of these covariates can
be broken into several categories. We examine whether PDUR changes sub-
stantially across these calegories. For convenience, the number of sample
persons for each covariate category (Per) is also presented in the tables along

with unemployment rate.

2.3.2 Effect of Region

Although Maharashtra is considered to be one of the more developed states
in India in terms of several conventional indicators of development, these
aggregate indices hide enormous regional differences that exist within the
State. It is auite well known that the neighbourhood of Bombay and the
Western par£ of Maharashtra are highly developed. The rest of the State
is grossly underdeveloped relative to these parts (Dév, 1992). The NSSO
divides the state into six agroclimatic regions, viz., (i) Coastal, (ii) Inland
Western (Western), (iii) Inland Northern (Northern), (iv) Inland Central
(Central), (v) Inland Eastern (Ineast) and (vi) Eastern.’® These regions are
formed with the hope that separate regionwise estimates of unemployment

will provide a better and a clearer picture of the labpur market situation in.

8See Appendix C for the definition of these regions.
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Table 2.3.2: Regionwige Estimated Proportion of Persons by the States
of Employment and the Unemployment Rate : Rural Maharashtra, NSSO

38-th Round, Combined Sample

States Eatimated proportion of persons for
of Coastal | Western | Northern | Central | Ineast | Eastern || All Regions
Employment
(1) (?) (3) (4) (5) (6) {7) (8)
Emp 0.4300 0.4590 0.4795 05016 | 0.4314 | 0.463) 0.4622
Unemp 0.0264 0.02386 0.0508 0.0310 | 0.0378 0.0462 0.08335
Cutlab 0.5436 0.5174 0.4697 0.4674 | 0.5308 | 0.4907 0.5043
Unemprale 0.0578 (0.0489 0.0958 0.0582 | 0.0806 | 0.0907 0.0675
Per 2493 8793 3953 3976 4266 1991 23474

Maharashtra than any aggregate measure comprising of the whole State. In
Figure 2.3.1, we show the various NS5O regions on a map of Maharashira
and in Table 2.3.2 we present the estimated proportion of persons in differ-
ent states of employment and the unemployment rate separately for these

regions.

Table 2,3.2 shows wide heterogeneity in the rate of unemployment across
regions. It clearly identifies the Coastal, Inland Western and the Inland
Central paris of Maharashtra-as the regions having lower unemployment
rates compared to the other regions of the State. The Inland Northern
region comprising of the districts of Nasik, Dhule and Jalgaon has the highest
unemployment rate (9.58%). The Eastern and the Inland Eastern parts of
Maharashtra, which are economically backward, come close to this region.

2.3.3 Effect of Seasonality

The pattern of employment in the rural sector is likely to show marked
seasonality due to seasonal variation in the level of agricultural activities.
During the ‘peak’ season, employment opportunity increases considerably
compared to the ‘lean’ season. On the other hand, in the peak season
employment fluctuation generally increases because a significant number of
women move more frequently in and out of labour fuifce (Bardhan, 1984).
In Table 2.3.3 we present the various estimated propﬂrtib_ns relating to

employment status by subrounds. To be more spe;iﬁc, in this table the
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Table 2.3.3: Subroundwise Iistimated Proportion of Persons by the States

of Bbmployment and the Unemployment Rate : Rural Maharashtra, NS5O

38-th Round, Combined Sample

Fstimated proportion of persons for
States Subround 1 | Subround 2 | Subround 3 | Subround 4 All
of (Jan-Mar} | (Apr-Jun) (Jul-Sep) (Oct-Dec) || Subrounds
IEmployment
(1) 2) B ) &) (6)
fvmp 04618 00.4204 0.18184 (0.4834 0.4622
Unemp .0293 0.0404 0.0371 0.0278 0.0335
Qutlab {).5089 ().5342 (14811 ().1888 0.5043
Unemprale 0.0597 (0.086G8 L0715 (0.0b45 0.0675
Per G162 (G203 5032 G077 23474 |

results are presented for the four subrounds ol the NSSO enquiry, covering
the months January to March (Subround 1), April to June (Subround 2),

July to September (Subround 3) and October to December (Subround 4).

It may be noted that the lean and the peak scason roughly correspond to

Subrounds 1--2 and Subrounds 3-4 respectively.

Table 2.3.3 suggests that in spite of the successful implementation of
<GS, the unemployment rates for the four subrounds in Maharashtra are not,
very close, the range of unemployment rate being 0.0323. We also observe
that the unemployment rate throughout the periods April to September
remains higher than the annual average. As the period April to June falls
under lean season, the percentage of time spent outside labour force is the
highest. On the other hand, as the period July to September is considered
as the beginning of the peak season, the percentage of time spent outside

labour force is the lowest.

2.3.4 Effect of Household Type

Following the NSSO definition, the rural households may be classified into
five major occupational types according to the major source qf income of the
respective households for the past 365 days prior to the date of the survey.
These are (i) self-employed in agriculture (Selfagr), (ii) self-employed in

non-agricultural activities (Selfnagr), (iii) agricultural labourers (Agrlab),
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Table 2.3.4: Occupationwise Estimated Proportion of Persons by the States
of Employment and the Unemployment Rate : Rural Maharashtra, NSSO
38-th Round, Combined Sample

States Ilstimated proportion of persons for E All
of Selfagr | Sclfnagr | Agrlalb | Othlab { Othoce || Households
Employment
(1) (2) (3) (4) (5) (6) (7)
Emp 04046 | 0.3999 | 0.4646 | 0.4046 | 0.3765 0.4622
Unemp 0.0086 | 0.0200 | 0.0627 | 0.0570 | 0.0206 0.0335
QOutlab 0.4958 0.5801 0.4727 | 0.5384 0.6028 {0.5043
Unemprate 0.0192 0.0476 0.1189 | 0.1234 0.0519 0.0675
Per 10106 | 1926 | 8475 | 1466 | 1501 23474

(iv) other labourers {Othlab) and (v) others {Othocc).

A priori, one would expect houschold type to be a major concomitant of
the employment status of the members of a household. This is because in
the rural sector, employment often depends upon access to an adequate assel
base. The self-ciployed houscholds are, therefore, more protected from the
uncertainties in the labour market (Sundaram and Tendulkar, 1988; Paul,
1988 ; Visaria and Minhas, 1991). Estimates of various employment related
proportions by household type are presented in Table 2.3.4.

The results in Table 2.3.4 are fully consistent with the findings of earlier
studies. It highlights the wide difference in unemployment across various
household types. While the unemployment rate of the households which
are self-employed in agriculture is as low as 0,0192, that of the agricultural
labourer and other labourer households are 0.1189 and 0.1234 respectively.
There is also a wide difference in the percentage of time spent outside
labour force. For example, while for the self-employed households in non-
agricultural occupations and for others these figures are more than 58% and
60% respectively, it is only 47.27% for persons belonging to the agricultural

labourer households. This implies that the agricultural labourers cannot

afford to remain idle for a long time.
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Table 2.3.5: Social Groupwise Estimated Proportion of Persons by the States
of k\mployment and the Unemployment Rate : Rural Maharashtra, NSSO
38-th Round, Combined Sample

States Estimated proportion of persons for
of ST SC Othhind | Othmusm | Othgrp || All Groups
Employment
(1) @ | ® | @ CIIG
Emp (0.0179 | 0.4457 | 0.4613 0.4165 0.4236 0.4622

Unemp 0.0463 | 0.0847 | 0.0258 0.0341 0.0463 0.0335
Outlab 0.4358 | 0.48996 | 0.5129 0.5494 0.5301 0.5043
Unemprate [} 0.0820 | 0.1093 | 0.0529 0.0757 0.0986 0.0675
Per 3287 2255 15214 1084 1634 23474

2.3.5 Effect of Social Groups

To study the employment pattern of various social groups, the population
is divided into five groups. The socioeconomic grouping considered in this
disscrtation is same as that of Pal (1989). We construct these groups by
guitably combining caste and religion. Since in India the scheduled caste and
the scheduled tribe households are, in general, economically backward (Pal,
1989}, their employment behaviour may be of special interest. We, therefore,
form the first two groups as: (i) scheduled tribe (ST and (ii) scheduled caste
(SC). The other three groups are formed according to religion, excluding the
SC and ST households from each religious community. These are : (iii) other
Hindu (Othhind), (iv) other Muslim (Othmusm) and (v) other households
(Othgrp). Estimates relating to employment pattern separately for these
social groups are presented in Table 2.3.5.

‘Table 2.3.5 indicates that the other Hindus enjoy the best position so
far as underemployment is concerned, Other Muslims come next to them.
However, the percentage of time spent outside labour force is the highest
for them. This is perhaps due to purdah, a social stricture, which keeps a
significant portion of Muslim women consistently outside labour force. This
explains why the unemployment rate for the other Muslims is slightly more
than that for the other Hindus. The Scheduled Caste and‘the Scheduled
Tribes are obviously the worst affected communities, However, the unem-
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Table 2.3.6: Demographic Groupwise Estimated Proportion of Persons by
the States of Employment and the Unemployment Rate : Rural Maharash-
tra, NSSO 38-th Round, Combined Sample

States Estimated proportion of persons for All
of Boychild | Girlchild { Adultmmale { Adultfemsle | Oldinsle | Oldfemale [| Groups |
Employment
(1) (2) (3) (4) (5) (6) (7) (8)
Emp 0.1511 0.1180 0.8288 (.4888 0.4841 .0.1286 0.4622
Unemp 0.0077 0.0095 0.0580 0.0394 0.0258 0.0104 0.0335
Qutlab 0.8412 0.8725 0.1132 0.4718 1.4901 0.86 10 0.5043
Unemprate 0.0487 0.0745 0,0654 0.0745 0.0505 0.0749 0.0675
Per 4093 3774 7028 7284 GiB 657 23474

ployment rate of ‘Othgrp’ is also very high. This is because in Maharashtra

a significant portion of the ‘Othgrp' are Neo-Buddhists, who are mostly the

converted SC and ST persons.

2.3.6 Effects of Age and Sex

The employment behaviour of individuals are likely to be affected by their
demographic particulars. It is well known that employment behaviour of
females are very different from that of males. Female employment behaviour
is characterised by more frequent withdrawals and entries into the labour
market (Bardhan, 1984). Also, as the present data cover all persons with
age not less than five completed years, it will be interesting to examine the
incidence of child labour. For the purpose of the present study, we have
considered six demographic groups of persons, viz., (i) boy children with
age below fifteen years (Boychild), (ii) girl children with age below fifteen
years (Girlchild), (iii) young adult males with age between fifteen and sixty
years (Adultmale), (iv) young adult females, with age between fifteen and
sixty years (Adultfemalé), (v) old males with age greater than sixty years
(Oldmale) and (vi) old ferales with age greater than sixty years (Oldfemale).
The results are presented in Table 2.3.8. |

As should be expected, one may notice considerable differences in the
pattern of employment behaviour for persons belonging to different age-

sex classes. The percentage of time women remain outside labour force is

30



considerably higher than that for men. The female unemployment rate is
seen to be slightly higher than that for the male for all the age groups. Such
a phenomenon was also noticed by Paul (1988).

Table 2.3.6 reveals a rather unpleasant feature of the Indian labour mar-
ket ~ viz., a high incidence of child labour in the rural economy. We find
that more than 15% and 11% of the total time of little boys and girls re-
spectively is spent on ‘gainful activities’. Although the data reveal that it
is the little boy in the family who has to ‘work’ more than his sister, the
actual situation may be quite different. It is possible that the little girl in
the family is more often engaged in household chores and thus is counted
outside labour force. The extent of sex bias with respect to child employ-
ment, can be ascertained by determining the percentage of time spent by
boys and girls on different types of activities when such children are out
of labour force (e.g., time spent on educational activities, time spent on
houschold chores etc.). H?wever, such a detailed study is beyond the scope

of this disscrtation,

2.3.7 Effect of Education

It is often argued that those who are highly educated compared to the
general educational standard of the rural people want to participate in white
collar activities only (Visaria and Minhas, 1991). As a consequence, they
arc often either steadily employed or steadily unemployed (i.e., waiting for
a more ‘respectable’ job). Even otherwise, the level of education is believed

to be a major determinant of an individual’s employment behaviour.

To examine the importance of education as an explanatory variable for
the present study, we have worked out estimates of various proportions re-
lating to employment behaviour. For this purpose, we have divided the
population into three categories, viz., (i) those who are illiterates (I1lit),
(ii) those who are literates but have not passed the secondary examina-
tion (Primid) and (iii) those who have passed the secondary examination
(Highed). The results are presented in Table 2.3.7, Since only persons whose
ages are greater than or equal to fifteen years can pass the secondary exami-
nation and subsequently become highly educated according to our definition,

the various proportions corresponding to the employment stales and
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Table 2.3.7: Educational Groupwise IEstimated Proportion of Persons by the

States of Employment and the Unemployment Rate : Rural Maharashtra,

NSSO 38-th Round, Combined Sample

States Kstimated proportion of persons for All

of It Primid Highed Groups
Employment

(1) (2) (3) (4) (5)
mp 0.6930 | 0.6578 0.6580 0.6134
Unemp 0.0484 | 0.0403 0.0504 0.0488
Outlab 0.3586 | 0.3019 0.2806 0.3378
Unemprate 0.0755 | 0.0578 0.0711 0.0798
Per 9603 5754 842 16199

the unemployment rates for this lable have been calculated for persons

having age greater than or equal to fifteen.
From Table 2.3.7 we sec that the rate of unemployment is highest for

the illiterates. However, unemployment. rate of the educated is close to this.
Although the rate of unemployment is somewhat similar for these two cate-
gories, their employment patterns may be quite different. The diflerence in
the nature of unemployment can be understood only after we have examined

the nature of fluctuation of employment for these two groups in Section 2.4.

2.4 Employment Fluctuation in Rural Maharash-

tra : A Preliminary Data Analysis

Suppose we observe n individuals for T" successive periods. On each period,
an individual may be employed (E), unemployed (U) or be out of labour
force (O). A systematic study of this period-to-period flows of population is
absolutely necessary for a better understanding of the labour market. The
study of period-to-period movements answers how fast the labour market
can approach the steady state from a given state and helps us to identify
- the segment of the population which is more shack-prone to labour market
uncertainties. This kind of exercise may help (i) in forecasting short-run
variations in labour market activity (David and Otsuki, 1968) or (ii) simu-

lating labour force movements (Denton, 1973).
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In this section we shall examine the nature and the extent of employ-
ment fluctuation in rural Maharashtra on the basis of the household level
information for the State from the NSSO 38-th round enquiry. Traditionally,
models on employment fluctuation assume that the individuals’ period-to-
period employments follow independent Markov chains (David and Otsuki,
1968 ; Denton, 1973). The different transition probabilities across various
subgroups of the population are supposed to reveal the nature and the ex-
tent of employment fluctuation. By this method, one can easily compare the
elements of the transition matrices pairwise for two different Markov chains,
but for comparing the fluctuations of the Markov chains as a whole more
aggregated measures combining several employment states are needed.

We shall discuss some important aspects of Markov chain models in
Chapters 4, 5 and 6. In this chapter, however, we measure employment, fluc-
tuation by the total number of state changes (‘jumps’) in the reference week.
For example, suppose an individual's employment vector for the reference
week is (E, E, U, E, E, O, E). His number of jumps will be four; one from
employment to unemployment, one from unemployment to employment, one
from employment to out of labour force and one from out of labour force
to employment. In Chapter 5 we shall show that the average number of
jumps per day can be interpreted as a mobility index, a summary measure
of fluctuation. | |

Here we shall examine the pattern of employment fluctuation for rural
Maharashtra as a whole and also separately for groups of individuals be-
longing to hﬂuseho]ds_clasaiﬁed by each of the covariates considered in Sec-
tion 2.3 above. Needless to mention, the results of this analysis are expected
to reveal a comprehensive picture of the labour market in the rural Maha-
rashtra. In what follows, we shall present the cumulative relative frequency
distribution (CRFD) of persons by the number of jumps for the entire rural
Maharashtra as well as separately for various groups of households classified
by the covariates in Section 2.3. | |

Note that if we treat the number of jumps made by an individual to
be a random variable, then the CRFD becomes the empirical distribution
function (EDF) of the number of jumps. | | | -

Let Y;, (i =1,2,...,n) be arandom variable which denotes the total
number of jumps of the i-th individual in the reference week and let F'(y)
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be its cumulative distribution function (CDF). Then the EDF F,(y) is

Y; <
In(y) = # n‘— y), —~00 < Y < 00 (2.4.1)

The EDI has been studied extensively for nonparametric data analysis
(D'Agostino and Stephens, 1986). It has some definite advantages over other
statistical devices, viz.,

(i} The use of EDF plot does not require any assumption regarding the un-
derlying parametric distribution, In fact, it supplies immediate and direct
information regarding the shape of the underlying distribution,

(ii) It supplies robust information on location and dispersion. More impor-
tantly, for large samples £,(y) converges uniformly to I7{y).

(iii) Its complexity is independent of the number of observations and it does
not involve grouping diflicultics.

This chapter, however, carries out no theoretical analysis involving the
EDEF ofjumIJS. Comparison of the EDF with a proposed CDF will be done in
Chapter 3. The EDF for diflerent covariate categories will only be presented
here. For convenience, the average (Avg) and the variance (Var) of the

distribution of the number of jumps are reported along with the number of

sample persons (Per) in the tables presented here.

2.4.1 Employment Fluctuation in the Aggregate

Table 2.4.1 presents the estimated distribution of the number of jumps made
by individuals in the reference week for rural Maharashtra as a whole. For
this distribution the average number of jumps works out to be 0.2102 which
implies that roughly 3% of individuals change state on an average per day.
The variance of the distribution is 0.4055. (iven that Table 2.4.1 is cal-
culated including women and children (a significant percentage of whom

remain consistently out of labour force), the average should still be consid-

ered very high by any standards.

It therefore appears that the extent of employment fluctuation for the

—,

State as a whole is not negligible, specifically in view of the fact that the EGS
was continually in operation in the State which should have a stabilising

effect on the rural labour market,
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Table 2.4.1: Cumulative Relative Frequency Distribution (CRFD) of
Jumps : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Number
of 0 1 2 3 4 5 B

Jumps
(1) (2) (3) (4) (5) (6) (7) (8)
CRFD 0.8780 | 0.9347 | 0.9846 0.9936 | 0.9900 | 0.9999 | 1.0000 |

Avg= 0.2102, Var=0.4055, Per=23474

2.4.2 Employment Fluctuation across Regions

Table 2.4.2 should help us to understand the regional patterns of employ-
ment fluctuation. It shows that the Coastal area of Maharashtra has the
most stable employment pattern, The cumulative relative frequency of jump
for this region lies uniformly above all other regions. The average of jumps
and the variance of jump for this region are also the smallest. Note that
the unemployment rate of Coastal Maharashtra is 5.78%, which is slightly
higher than the corresponding figure of 4.89% of the more developed In-
land Western region. However, the Coastal region of Maharashtra enjoys a
~ steadier amount of adequate rainfall than the more drought prone Inland
Western region, resulting in a steadier agricultural activities in that region.
Possibly that is why the number of jumps made by individuals in Coastal

Maharashtra is so low.

It may be noted that the distributions for the Inland Western, Inland
. Central and the Eastern regions are somewhat similar in nature. We have
earlier seen that the rate of unemployment for these three regions are widely
different, the rates being 4.89%, 5.82% and 9.07% respectively. In fact, the
lower unemployment rate for the Inland Western region may be due to the
economically more developed nature of the region. The high unemployment,
rate of the Eastern region, on the other hand, may be due partly to its
economic backwardness. However, the spread of irrigational infrastructure
in this region may have had a stabilising effect on employment.

Table 2.4.2 also identifies the Inland Northern and the Inland Kastern
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Table 2.4.2: Regionwise Cumulative Relative Frequency Distribution of

Jumps : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Number CRFD for the region All
of Coastal | Western | Northern | Central | Incast | Eastern || Regions
Jumps
O @ | ® W 1 ® | ® [ @ | ®
0 (.943] 0.8948 0.8281 0.8946 | 0.8269 | 0.8752 0.8780
1 00,9687 0.9416G 0.9010 0.9473 | 0.6128 | 0.9329 0.9347
2 0.9951 0.98hH6 0.9751 0.9857 | 0.9790 | 0.9906 0.9846
3 0.9972 0.9915 0.9884 0.89944 | 0.9028 | 0.9943 (0,9936
4 1.0000 0.9997 0,9978 .9982 | 0.9985 | 0.9994 0.9990
5 1.0000) 1.0000 1.0000 0.9998 | 1.0000 | 0.9994 0.9999
6 1.0000 1.0000 1.0000 1.0000 | 1.0000 1.0000 1,0000
Avg 0.0959 0.1837 0.3096 01800 | 0.2809 | 0.2070 0.2102
Var 0.1858 (1.3596 0.5988 0.3604 | 0.5195 | 0.3782 0.4055
Per 2495 6793 395: J976 4266 1991 23474

parts of Maharashira as having more employment fluctuation compared to
the other regions. The average number of jumps in these parts are more
than thrice that of the Coastal area. The reason for this high degree of
employment, fluctuation in these regions ig possibly due to the combined-
effect of their economic backwardness and lack of an adequate irrigational

infrastructure,

2.4.3 Employment Fluctuation across Subrounds

We have already seen that the rate of unemployment in rural Maharashtra
shows some variations over the subrounds of the NSSO enquiry. The source
of this seasonal variation is possibly the seasonality of agricultural opera-
tions with which the rural labour market is closely connected. It would be
interesting to examine if such seaéanality affects the pattern of employment
fluctuation as well, Table 2.4.3 presents the subroundwise estimates of the
CRFD for the number of jumps for the rural population in Maharashtra.

Table 2.4.3 reveals that the patterns of employment fluctuation for all
the four subrounds are broadly similar. The relative cumulative frequency
of the number of jumps for Subround 3 (July — September) is below those for
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Table 2.4.3: Subroundwise Cumulative Relative Frequency Distribution of

Jumps : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Number CRFD for the Subround All |
of Subround 1 | Subround 2 | Subround 3 | Subround 4 {| Subrounds |
Jumps (Jan-Mar) | (Apr-Jun) (Jul-Sep) (Oct-Dec)
(1) @) ) () (5) (6)
0 0.8934 0.8827 0.8649 0.8684 0.8780
1 (.9410 0.9381 0.9262 0.9327 0.9347
2 0,0888 0.9859 0.9738 0.9878 0.9846
R . 0.9960 0.9934 ().9896 0.9948 (0.9936
4 00,9998 0.9978 0.9974 0.9997 0.9990
b 1.6000 0.9997 1.0000 1.0000 0.9999
6 1.0000 1.0000 1.0000 1.0000 1.0000
Avg 0.1810 0.2025 0.2480 0.2167 (0.2102
Var 0.3365 0.4025 0.5159 0.3873 0.4045
Per 6162 6203 5032 6077 23474

%
the other three subrounds (which means that the average number of jumps
for Subround 3 is the highest). This seems to support the idea that during
the ‘peak’ season employment fluctuates more. However, a more detailed
and careful study of seasonality in the pattern of employment fluctuation
18 required to obtain more definite results, More importantly, perhaps, one
needs to examine the interaction effects of pairs of variables as subround and
region, subround and occupational type of households etc. so as to bring
out the more subtle influences of season on the nature and the degree of

employment fluctuation.

2.4.4 Employment Fluctuation across Households’ Occupa-
tional Type ”

We have alrecady seen in Section 2.3 that the unemployment rate varies
widely across occupational groups in rural Maharashtra. The wage depen-
dent households were seen to be the ones most affected by unemployment
as these households did not have an adequate asset base to protect them
against labour market shocks. Majority of these wage dependent house-
holds being poor, they cannot afford to remain unemployed for a long time.

Therefore, they tend to grab any available work opportunity, work for a
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Table 2.4.4: Occupationwise Cumulative Relative Frequency Distribution of
Jumps : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Number CRFD for the occupational type All
of Selfagr | Selfnagr | Agrlab | Othlab | Othoce || Houscholds

Jumps
O @ ® | @6 | @)
0 0.9360 | 09370 | 0.7851 | 0.8421 | 0.9553 0.8780
1 0.9689 | 09674 | 0.8866 | 0.8957 | 0.9758 0.9347
2 0.9937 | 09919 | 0.9704 { 09870 | 0.9924 || 0.9846
3 0.9978 | 0.9953 | 0.9873 | 0.9964 | 0.9965 (.3936
4 0.9998 | 0.9992 [ 0.9975 { 1.0000 | 1.0000 (0.9990
5 1.0000 1.0000 | 0.9998 | 1.0000 | 1.0000 0.9999
6 1.0000 1.000G0 1.0000 | 1.0000 | 1.0000 1.0000
Avg 0.1007 | 0.1091 0.3733 | 0.2788 | 0.0800 0.2102
Var 0.1925 | 02290 | 0.6774 | 0.4834 | 0.1737 0.40565
Per 10106 1926 8475 1466 1501 23474

while and once the period of contraci is over, become unemployed again.
It would be interesting Lo compare the extent. of employment fluctuation of

these households with the rest of the population.

Table 2.4.4 presents the CRFD for the number of jumps of such different
occupational categories. It reveals that the cumulative relative frequency of
jump for the agricultural labourers lies below that of all other categories.
Both the average and the variance of the number of jumps for this category
are higher than those of the other categories. Average number of jumps made
by these households per day is more than 0.05, implying that on average
more than one out of twenty persons change state on each day. Moreover,
since the variance is also high, a change in the labour market situation may
- pignificantly increase or decrease this number.

. As regards employment fluctuation, other labour households perform

slightly better. Althdugh these households have steadier employment com-
pared to the agricultural labour households, the fluctuation of employment.
for these households is considerably more than that of the other three occu-
pational categories, _ |

The distributions of jumps for the self-employed in agriculture and the
self-employed in non-agriculture look remarkably alike. Although the aver-
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Table 2.4.5: Social Groupwise Cumulative Relative Frequency Distribution
of Jumps : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Number CRFD for the social group All —[
of ST SC Othhind | Othmusm | Othgrp || Categories |
Jumps
(1) (2) (3) (4) (5) (6 (7)
0 0.8186 | 0.8320 | 0.9017 0.8902 0.8336 0.8780
1 0.8953 | 0.9070 | 0.9483 0.9405 0.9220 0.9347
2 0.9776 | 0.9717 | 0.9884 0.9831 0.9822 (.9846
3 0.9879 | 0.9866 | 0.9960 0.9937 0.8932 0.9936
4 0.9984 | 0.9976 | 0.9995 0.9984 0.9978 0.9990
D 0.9996 | 1.0000 { 0.9899 1.0000 | 1.0000 0.9999
6 1.000G | 1.0000 | 1.0000 1.0000 1.0000 1.0000
Avg 0.3226 | 0.3061 | 0.1662 0.1940 0.2711 0.2102
Var 0.6068 | 0.6109 | 0.3173 0.3934 0.4828 0.4055
Per 3287 2255 16214 | 1084 i 1634 23474

age number of jumps for the non-agricultural self-employed is slightly more
than that of the agricultural self-employed, the difference is not much.

2.4.5 Employment Fluctuation across Social Groups

We have already seen that the rate of unemployment in rural Maharash-
tra shows some variation across caste and religion. We now examine the
extent of employment fluctuation across different social and religious com-
munities. The classification constructed for this purpose is the same a3 in
Subsection 2.3.5,

In Table 2.4.5 the distributions of jumps for the different social groups
have been compared. Consistent with our a priori .expectation, the ST
households are seen to be more prone to labour market fluctuations. They
are closely followed by the SC and Othgrp households. The distributions
of jumps for these three subgroups dominate those for the Othhind and the

Othmusm. Note that the CRFD for the Othhind is very similar to that
for the Othmusm implying that the pattern of employment fluctuation is

similar for the two communities.
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Table 2.4.6: Demographic Groupwise Cumulative Relative Frequency Dis-

tribution of Jumps :

Rural Maharashtra, NSSO 38-th Round, Combined

Sample
Number CRIFIT) for the demographic group All
of Boychild | Girlchild | Adultmale | Adultfemale | Oldmale | Oldfemnle || Categories
Jumps
(1) (2) (3) (4) (5) (6) (7) (8)
0 0.9807 0.9527 0.8253 0.8223 0.9136 0.9587 0.8750
] (.9898 (.9749 0.9058 0.9053 0.5601 0.9745 0.9347
2 0.9981 0.9939 0.9810 0.9747 ().9869 0.9938 0.9846
3 0.9996G 0.9982 0.9926 0.9887 0.9534 0.9963 0.9936
4 0.9998 0.9997 0.9986 0.9985 0.9082 0.9982 0.9990
H }.0000 1,0000 }.0000 0.9999 0.9982 1.0000 0.9990
6 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1,0000
Avg 0.0:320 0.0805 0.2966 (0.3106 0.1495 0.0785 0.2102
Var (0.063] 0.2616 0.5282 0.5855 0.3307 0.1848 0.4045
Per 4093 3774 7028 7284 638 657 23474

2.4.6 Employment Fluctuation across Age and Sex

The nature of employment pattern is usually quite different for the de-
mographic groups, For example, females have more frequent entries and
withdrawals compared to males (Bardhan, 1984}. It would be interesting to
examine whether any such systematic difference is present in the patterns
of employment fluctuation of the various demographic groups. Table 2.4.6
presents the cumulative relative frequency of jumps for the six demographic

categories that we have considered in the present study.

As Table 2.4.6 shows, young women do seem to have greater employment
fluctuations than other demographic groups. So far as the children are con-
cerned, the little girls seem to move more frequently across the employment
states, as the distribution of jumps for girls tends to dominate that for the
boys. However, this difference is observed to be less sharp between adult
males and adult females. In fact, for the age group sixteen to sixty years, the
distribution of jumps for males and females are remarkably similar and the
average and the variance of the number of jumps of the two sexes are quite
close. However, though the two distributions look quite similar, one should
not conclude that the nature of employment fluctuation is similar for the

two sexes because women usually move more across the two states employ-
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Table 2.4.7: Educational Groupwise Cumulative Relative IFrequency Dis-

‘tribution of Jumps : Rural Maharashtra, NSSO 38-th Round, Combined

Sample
Number || CRFD for the educational category All
of [lit Primid Highed Categories
Jumps
o @ | e (1) 5)
0 0.8084 | 0.8621 0.9500 (.8348
| 0.8091 | 09223 0.9763 0.9113
2 0.9754 | 0.9833 0.9977 0.9793
J (0.9894 | 0.9929 1,00 (0.991]
4 0.9983 | (0.9989 1.0000 0.9985
o 0.8999 | 0.9948 1.0000 0.49948
b 1.0000 | 1.0000 1.G000 1.00640
Avg 0.3295 | 0.2407 0.0761 (0.2847
Var 0.5995 | 0.4580 0.1270 0.5285
Per 9603 5754 8412 161499

ment and out of labour [orce, whercas men are more likely to move between
employment and unemployment.” Finally, the employment fluctuation of

old women is seen to be considerably less than that of old men,

2.4.7 Employment Fluctuation across Education

In Section 2.3, the unemployment rate across different educational categories
has been examined. However, such an analysis is far from adequate as
the duration of unemployment may vary across categories of individuals.
For example, educated persons may experience prolonged unemployment
due to high reservation wage (Visaria and Minhas, 1991). An analysis of
employment. fluctuation should reveal whether such a hypothesis is true.

In Table 2.4.7 we present the cumulative relative frequency distribution of

jumps for different educational categories.

"Bardhan(1978) has explored the phenomenon of discouraged dropout of women in the
context of Indian rural labour market, which increases the movement between unemployment
and out of labour force. Such movements can be observed in long-run data. Since we are

investigating the labour market behaviour of individuals for seven consecutive days only, the

occurrence of discouraged dropout will not be much.
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IFrom Table 2.4.7, it becomes quite clear that the level of education
affects the pattern of employment fluctuation. The nature of employment
fluctuation of the highly educated is quite different from the rest of the
population. The CRFD of the number of jumps for the highly educated lies
uniformly above than that for the two other categories. The average jumps
per day of the highly educated is slightly more than 0.01, implying that
only one out of hundred persons in this category changes his/her respective

employment state per day.

2.5 Conclusion

A descriptive data analysis on the nature and the extent of underemploy-
ment and employment fluctuation in rural Maharashtra is presented in this
chapter. The analysis has been carried out at the aggregate level as well
as separately for some important covariates. Our results indicate that in
gpite of the successful operation of the EGS in Maharashtra, the State had
considerable underemployment, It is also found that there is considerable
heterogeneity in employment patierns acrogs various subgroups of the pop-
ulation.

The empirical analysis reported here clearly indicates some covariates
across which employment patterns vary widely. However, one should be cau-
tious while drawing any firm conclusion on the basis of the results presented
here because of the following limitations of the study. First, in the NSSO
employment and unemployment enquiry, information is collected from sam-
ple households for a very brief reference period, viz., one week. The extent
of underemployment and employment fluctuation reported here may get
affected by the disorders prevailing in the labour market during the brief ref-
erence period. Since labour market adjustments may take some time, once
a distortion from the steady state occurs, daily status measures throughout
the reference week is likely to be affected.

Second, here we have considered one covariate at a time in our analysis,
This is unlikely to give the true partial effect of each covariate in the presence
of significant interaction effect. In subsequent chapters, we slllall atternpt to

examine such interactions by specifying appropriate analytical models.

4
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Chapter 3

Employment Fluctuation in
Rural India : A Poisson

Regression Model

3.1 Introduction

In Chapter 2, we examined the extent and the nature of employment fluc-
tuation separately across various covariates. Although such a study might
provide some important insight into the nature of the problem, the true
partial effect of each covariate might be, to some extent, lost due to aggre-
gation. In this chapter, we propose a general model which accounts for the
variation in employment status measured in terms of the number of jumps
of individuals simultaneously across covariates.

For an individual, the total number of jumps in the reference period
is an integer variable. If the reference period is short, it will take only a
few integer values and hence should not be approximated by a continuous
- variable. Since the dependent variable becomes a count variable, application
of ordinary least squares (OLS) will be inappropriate and a suitable model
will be needed to deal with the problems arising due to the specific nature
of the dependent variable. |

In this chapter, we shall use Poisson regression technique which will be an
appropriate tool in the present case. Poisson regression models have recently
received much attention in econometric literature as models for analysing
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count data. These models have been used to explain firms' patents (Haus-
man el al.,1984), the number of doctor consultations made (Cameron and
Trivedi, 1986), daily beverage consumption {Mullahy,1986), daily homicide
counts (Grogger, 1990), number of malpractice claims (Cooil,1991) and num-
ber of books ordered (Wedel et al.,1993). Poisson regression models have a
number of attractive features. They accommodate the integer property of
the count data directly and help justify aggregation of the count variable
over time. However, the Poisson regression model involves the restrictive
assumption that the variance is equal to the mean. In many economic appli-
cations the variance of the count variable exceeds its mean. This situation
is known as the problem of ‘overdispersion’ (Cameron and Trivedi, 1986).
This problem is resolved by assuming that the Poisson parameter A varies
randomly across the population with a certain probability distribution. It is
generally assumed that A follows a Gamma distribution, as this assumption
yields an easily interpretable closed form solution. The resulting compound
distribution is Negative Binomial and is used frequently in the literature
(Hausman et al., 1984 ; Cameron and Trivedi, 1986),

The plan of this chapter is as follows : Section 3.2 presents the basic

analytical framework. Scction 3.3 presents the empirical results and finally

Section 3.4 summarises the main findings.

3.2 The Analytical Framework

Suppose there are n individuals and the employment position of each indi-
vidual is being observed for (T" 4+ 1) discrete points of time at equal time
interval.! For convenience, we shall call each such interval a day. The actual
starting point of observation may vary from individual to individual, i.e.,
the reference period may be moving. '

On any given day, a person may be in any of the three states, viz., (i) em-
ployed (E), (ii) unemployed (U) or (iii) out of labour force (O}). Suppose at
the beginning, i.e., on day 0, the i-th individual is in state zy;, where zg; can
be either E, U or O. Then on day 7y;, he jumps to z3;, z1; # Zoi. and after

some days, he again jumps to a state z9;, 29; # T1; on day m¢, Tai > 7.

INote that NSSO observes all households for an equal number of days. We can, however,

easily generalise the mode! to unequal time intervals across individuals.
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Such movements from one state to another take place indefinitely — though
we may observe the system only upto day T. We assume that none of the
states E, U or O is an absorbing state, i.e., movement from each state to
some other state is possible.

Now let X;(t),i=1,2,...,n; t =0,1,...,7T denote the state of the i-th

individual on day . We assume that X;(1)’s are independent across i. Here,

o, 0L <my
Xi(t) = Ty, Th St <7, Ty F Zoi (3.2.1)
(L) = 2,
Toi, Toi St < T, o # T

Corresponding to each X;(t), we now define another related gtochastic

process Y;(t) as follows

0, 0<L<1Ii< 7y
1, 1 <t< 1y

Y;(t) = . “ (3.2.2)
2, T St< Ty

The process Y;(¢) gives the total number of jumps observed for the Z-th
individual till day 1. For finite T, the state space of the process is

S ={0,1,...,T} (3.2.3)

Note that since X;(t)’s are independent across i, so are the Y;(t)'s.

We shall assume that
Yi(T) ~ Poisson(X;) (3.2.4)

Let f(y;) denote the probability that the 4-th individual will jump y; times

in the reference period. Here, ‘

e MY
y;!

We shall now specify how this parameter ); varies across individuals,

f(w:) = PlYi(T) = i) = (3.2.5)

viz,,

oy

Aj = ezi A ' (3'2'6)

where Z; is a K x 1 vector of characteristics of the i-th individual and S

is the corresponding parameter vector. This specification of A; has some
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special advantages. It is analogous to the familiar regression specification.
Moreover, this ensures that the estimated value of A; is always nonnegative,
thus ensuring meaningful results. Given (3.2.5) and (3.2.6) the log-likelihood

function for the n individuals is

M,H

]

L(B) = > [~ log.(yi!) — e%i? + y:Z; B) (3.2.7)
1=1

The gradient and the Hessian can be written as

B.C n —t E.JE
— = Z: (y; — e™ (328)
5 = LB

2y ] . RA

oL S (212 ¢%17] (3.2.9)

9pap"
The regression property of this specification comes from the fact that
E[Y:(T)] = A, so that (y; — A;) may be interpreted as the ‘residual’ and
the parameter vector 5 can be estimated by an iterative nonlinear weighted
least squares method. Alternatively, the method of maximising the likeli-
hood function may also be used. Under some mild conditions, the likeli-
hood function becomes globally concave and convergence takes place rapidly
(Hausman et al., 1984).
Even this general framework fails to tackle the problem of overdisper-
sion, However, the problem may be solved by introducing another source of

randomness. We allow the Poisson parameter ); to be randomly distributed

across the population and assume that A; follows a Gamma distribution,
Ai ~ (v, 6) (3.2.10)

where s
vi = %P d (3.2.11)

~ so that the mean and the variance of ); are, E(X;) = % and Var(};) = #,
respectively.
The compound distribution of Y;(T") is now given by

I'(vi + yi) § v
g(y.*)=r(%)r.(yi+1)(1+5) (1+8)7% (3.2.12)

which is a Negative Binomial distribution with parameters (v, §). The first
* (1+8
two moments of Y;(T) are given by, E[Y{(T)] = % and Var[Vy(T)] = 2.
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Therefore, the variance Lo mean ratio is

Var[Y;i(T)] 146
EYi(T) ¢

> 1 (3.2.13)

which should take care of the phenomenon of overdispersion mentioned
above. Note that the limiting case of Poisson distribution is reached when

6 — o0,

3.3 Empirical Results

In this section we shall present the empirical results of the Poisson and
Negalive Binomial regression analysis that have been obtained for the ru-
ral] households of the state of Maharashtra on the basis of the NSSO 38-th
round survey data on employment and unemployment for the State. Sub-
section 3.3.1 presents a brief discussion on the choice of covariates. In Sub-
section 3.3.2, we specify the set of variables to be included in Poisson and
Negative Binomial regression. In Subsection 3.3.3, we report the results of
our estimation and finally in Subsection 3.3.4, we examine the goodness of

fit of the models proposed.

3.3.1 Choice of Covariates

The covariates chosen for the empirical study are the same as those used
in Chapter 2, viz., (i) geographical area (region), (ii) agricultural season
(subround), (iii) household’s main occupational type, (iv) household's social
and religious group, and (v} age, (vi) sex and (vii) education of individuals.
Fach of these covariates has several categories, However, for computational -
tractability (e.g., the convergence of the maximum likelihood iterative pro-
cedure) we have suitably regrouped these categories to reduce the number
of parameters to be estimated. For a preliminary analysis of the available
data on ‘jumps’ across employment states, in Chapter 2 we worked out the
cumulative frequency distribution of the number of jumps separately for
each category of each of the covariates. We also cﬁlculated some descrip-
tive summary statistics (like average number of jumps, variance of jump_s
etc.) categorywise for each covariate. We again present some of these sum-

mary.measures from Chapter 2 along with some more such measures in
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Table 3.3.1. These measures will be needed to examine the extent of overdis-
persion across categories and also will help us in specifying an appropriate

mode].

3.3.2 Choice of Explanatory Variables

Table 3.3.1 confirms the existence of wide heterogeneity across various re-
gions in Maharashtra (Dev, 1992). It i3 well known that the neighbourhood
of Bombay (which falls in the Coastal region), and the Western part of
Maharashtra are highly developed. The rest of the state is grossly under-
developed relative to these two regions. The average number of jumps for
Coastal which is 0.0959 and is much smaller compared to those for the other
regions is perhaps due to this reason. For the statistical analysis that follows
we have clubbed the Coastal and the Inland Western regions of Maharashtra
by specifying a dummy variable WEST which takes the value unity if an
individual belongs either to the Coastal or to the Inland Western region and
takes the value zero otherwise.

The summary statistics on the number of jumps for different subrounds
do not show wide variation. The average number of jumps ig little higher for
Subrounds 3 and 4 compared to those for Subrounds 1 and 2. A priori, one
would normally expect to see more dramatic variations in the result across
subround because of inherent seasonality in agricultural operations which is
the main source of rural employment in India. However, it is quite likely
that such seasonality in individual employment fluctuations can only be seen
when one considers the interaction between season and other covariates. We
shall, therefore, estimate four separate models for the four subrounds.

Numerous studies have indicated that the employment pattern of the
self-employed is markedly different from that of labourers (Visaria and Min-
has, 1991). The results in Table 3.3.1 are fully consistent with these previ-
ous findings. Here, the average number of jumps observed for the persons
belonging to the labour households is around three times that for their
self-employed counterparts. In subsequent analysis, this difference in em-
ployment patterns of the self-employed and the labourers i? captured by
introducing a dummy variable called LABOUR, which is assigned a value
of unity for persons belonging to agricultural labour households and other

labour households and zero otherwise,
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Table 3.3.1: Descriptive Statistics of Jumps Separately by the Subgroups of
the Covariates : Rural Maharaghtra, 38-th Round, Combined Sample

Covariates Categories Aversge (A} | Variance (V) | V/A CV.! | Sample
(1) (2) (3) (4) (5) (6) {7)
Coasgtal (0.0959 0.1858 1.9374 | 449.47 2495
Western 0.1837 0.3596 1.9575 | 326.44 6793
Region Northern 0.3096 0.5988 1.9341 | 24994 3953
Central 0.1800 0.3604 2.0022 | 333.52 | 3976
Ineast 0.2899 0.5195 1.7920 | 248.62 4266
Fustern 0.2070 0.3782 1.8271 t 267.09 1991
Subround } 0.1810 0.3365 1.85G1 | 320.49 6162
Subround Subround 2 (.2025 0.4025 1.9876 | 313.30 6203
Subround 3 0.2480 0.5159 2.0802 | 289.82 5032
Subround 4 0.2)67 (0.3873 1,1873 | 287.19 6077
Selfagr 0.1007 0,1925 19116 | 435,70 10108 ¢
Houschold Sclfnagr 0.1091 0.2290 2.0090 ; 438.82 1926
Type Agrlah 0.3733 0.6774 1.8146 | 220.48 8475
Othlab 0.2788 0.4834 1.7339 | 249,38 1466
Othocc 0.0800 0.1737 21712 | 52097 1501
ST 0.3226 0.6068 1.8810 | 241.47 3287
Social SC 0,305 ] D.6108 2,0023 | 256,18 2255
Group Othhind 0.1662 0.3173 19091 | 338.92 16214
Othmusm 0.1940 0.3934 2,0278 | 323.31 1084
Othgrp 0.2711 0.4828 1.78090 | 256,30 1634
Boychild 0.0320 0.0631 1.8719 | TB4.99 4093
Girlehild 0.0805 0.1616 2.0074 | 499,37 3774
Age and Sex | Adultmale 0.2966 0.5282 1.7808 | 245.03 TO28
Adultfetriale 80,3106 0.5855 1.885) | 246.38 7284
Oldmale 0.1495 0.3307 2.2120 | 384.66 638
Oldlemale 0.0785 0.1848 2.3541 | 547.62 657 |
It 0.3295 0,5995 18194 | 234,98 9603 |
'Education? Primid 0.2407 (.4580 19027 | 281.16 5754
Highed 0.0761 0.1270 1.6689 | 468,29 B42

I C.V. denotea coefficient of variation, C.V.=(vV /4} x 100
? For Education, measures are calculated for those having age

greater than fifteen completed years.
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So far as the effect of social class is concerned. we find that. the problem
of employment fluctuation is more serious for the scheduled caste (SC) and
the scheduled tribes (ST'). The average number of jumps observed for them is
almost twice that for other Hindus (Othhind) or other Muslims (Othmusm).
The remaining social class, viz., Othgrp (i.e., the one consisting of Neo-
Buddhists among others) also has a high average, possibly because of the
fact that many of the households in this class are converted SC/ST. To
distinguish the persons belonging to SC and ST households from others
in the analysis that follows, we used a dummy variable SCST which was
assigned the value unity for persons who were either scheduled caste or
scheduled tribe. This was done especially because the variable SCST has an
important sociopolitical implication in the Indian context.

To examine the effect of age and sex on employment fluctuation, we
considered in the preliminary data analysis the same six age-sex categorieﬁ
specified in Chapter 2. Table 3.3.1 suggests that both age and sex consider-
ably affect employment fluctuation. Moreover, the effect of age on average
number of jumps appear to be nonlinear, because, for either sex the average
is seen to be higher for the adult category compared to that for the child and
old categories. In order to capture the effect of age and sex in the present
analysis, we have defined three dummy variables. The dummy variable FE-
MALE (which takes the value of unity for a female and zero otherwise) is
introduced to capture the differential effect of sex and two other dummy
variables, viz., CHILD and OLD are introduced to capture the nonlinear
effect of age, It may be noted that here we have defined a child as a person
of age between five and fourteen years and by an old person we mean a
person having age greater than sixty years.

It is quite well known that in the rural sector the employment pattern of
" the highly educated are markedly different from other persons (Visaria and
Minhas, 1991). If they are employed, they are generally employed in some
white-collar jobs and continue to remain employed. However, among the
educated unemployed persons, some may have high reservation wage and
wait for better jobs and hence remain consistently unemployed, Also, some
of the educated persons are engaged in education and hence are counted as
consistently out of labour force in the reference period. This means, their
employment status displays more stability than other educational subgroups
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of the population. Qur results in Table 3.3.1 support this view. The average
number of jumps observed for the highly educated (Highed) is only 0.0761
while for the illiterates (Illit) it is as high as 0.3295. Those who studied upto
secondary level (Primid) fall somewhere in between, the average for them
being 0.2407. In view of this noticeable difference in the resuit for the highly
educated person, we define an education dummy HIGHED which takes the
value one if the person concerned has at least secondary education and zero
otherwise.

Besides the extent of variation of jumps across covariates, Table 3.3.1 also
displays the presence of the phenomenon of overdispersion. For all subgroups
corresponding to all covariates, the problem of overdispersion exists. The
ratio of variance to mean generally varies between 1.7 and 2.1, indicating
that a Negative Binomial model, with the overdispersion parameter 6 being

approximately equal to unity, would perhaps fit the observations.

3.3.3 Model Choice and Estimation

As we have already mentioned, the distribution of jumps and the descriptive
statistics for the same were found to be more or less similar for all the
four subrounds. However, we decided to estimate the models separately for
different subrounds. This was done essentially to capture the interaction
effect, if any, between seasonality and other possible explanatory factors of
employment fluctuation. '

The Poisgson and the Negative Binomial regression models were estimated
following the maximum likelihood method using the computer software pack-
age SHAZAM (Version 6.2 by White, 1990). Because of the parametric
nonlinearities of the estimated model, an iterative estimation procedure was
adopted. A maximum absolute difference of 0.00001 of all the coeflicients in
successive iteration was taken as the rule of convergence. Given this rule,
the number of iterations required for convergence varied between 15 and 25
in most of the cases.

We present the estimates of the Poisson and Negative Binomial model
in Table 3.3.2. The estimated standard errors of the coefficients are also
presented below each coefficient in brackets. The standard errors are calcu-
lated using the estimates obtained separately from the subsamples. For any

parameter 8, if the estimates from the subsamples are 51 a.n_d 52 respectively,
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the estimated standard error sg is calculated as?
C1 . .
S8 = E | 91 — 92 | (3.3.1)

This method provides an easy way to estimate the standard errors. How-

ever, 85 has only one degree of freedom and therefore may not be very reliable

from the point of view of statistical inference. Note that the observed t-ratio,
0
S0

(3.3.2)

by =

follows t-distribution with only one degree of freedom. Therefore, for two
tailed tests, a coefficient in the model will be significantly different from zero
at 5% and 1% level if it is larger than 12,71 and 63.66 respectively.

Table 3.3.2 reveals that for all the four subrounds, the Negative Binomial
model provides a better fit to the given data in terms of the log-likelihood
values. Even though the estimated value of the common parameters (i.e., all
parameters except §) are quite close for all the four subrounds, the values of
log-likelihood for the Negative Binomial models are much higher than those
corresponding to the Poisson model.

Table 3.3.2 also reveals that the value of the overdispersion parameter &
varies between 0.79 and 1.09, which is consistent with our previous finding
that for almost al] covariate groups, sample variance is approximately double |
that of the sample mean. Also, in all cases the combined sample estimates
of the parameters are found to fall between the two corresponding estimates

from the subsamples.® |
Table 3.3.2 reaffirms the fact that the labourers are far more prone to em-

ployment fluctuation than their self-employed counterparts. The estimated
coefficients of the dummy variable LABOUR vary between 1.0 and 1.35 for
the Negative Binomial model. This means, if the other covariates remain
~ same, a labourer on an average jumps 3 times more than a self-employed
person. These estimated coefficients also display considerable robustness

across subrounds, though the estimate for Subround 2, i.e., for April to June,

is somewhat smaller.
For all the subrounds, children and old persons are found to have sta-

ble employment patterns than their young adult counterparts. This is not

2Sec Appendix A for details. |
3The results for the subsamples are not reported here.
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Table 3.3.2: The Estimates of the Poisson and the Negative Binomial Mod-
els of Employment Fluctuation : Rural Maharashtra, NSSO 38-th Round,

Combined Sample

Subround 1 Subround 2 Subround 3 Subround 4
Coefficients Poisson | Neg Bin Poiason Neg Bin Poisson Neg Bin Poisgon | Neg Bin |
(1) (2) (3) (4) (5) (6) (7) (8) (9)
CONSTANT | -1.8834F | -1.9520% | -1.5878 | —L7341* | —1.8414} | —2.1218% | —2.0956' | -2.0119¢
(0.0133)* | (0.0397) (0.2697) (0.2187) {0.0406) (0,0852) (0.0624) | (0.0929)
WEST ~0,7086 | ~0.7670 -0.1962 ~0,1920 -0,3372 -0.3571 -0,0023 | -0.1813
’ (0.2456) | (0.1987) (0.0595) (0.0507) (0.1202) {0.1729) (0,1213) | (0.1891)
LLABOUR 1.2780¢ 1.3414¢ 0.9022 0.9929** 1.2271% 1.3409¢ 1.2333¢ 1.2926¢
(0.0194) | (0.0928) (0.1662) (0.1079) (0.0245) (0.0017) (0.0304) | (0.0720)
SCST 0.0413 0.0926 0.37904 0.2866* 0.3083 0.2691 0.2107 0.2311
(0.2076) | (0.1814) (0.0223) (0.0277) (0.2203) (0.1862) (0.1420) | (0.1850)
CHILD ~1.7208 | -1.8425 | -20038' { 21346 | ~1.6102% | -1.8697* | -1.6353¢ | ~1.7637}
(0.3065) | (0.3056) | (0.0689) (0.0298) (0.1099) (0.1621) (0,0366) | (0,0118)
OLD —0.8884% | --0.7583F | -0.5964** | -0.6211F | —1,1874" | -1.8302" | ~09243 | —1.1472
(0.0403) | (0.0017) | (0.0840) {0.0213) (0.1890) (0.2283) (0.4647) | (0.4267)
FEMALE 0.0917 0.0720 ~0,3604 -0.4243 0.2852 0.2716 0.3119 03150 |
(0.0433) | (0.0309) (0.2181) (0.2190) (0.0703) (0.1257) (0.0983) | (0.0796) ‘
HIGHED ~0.6428 | -05321 | -1.23321 ~1.2675¢ ~0,01321 | —1.00683«¢ { -0.9450 | -0.7956
{0.1892) | (0.1480) (0.0739) (0.0192) (0.0608) (0.0967) (0.3900) | (0.4842)
) 0.9510** 0.8606¢ 0,7928¢ 1.0948*
(0.1091) {0.0095) (0.0237) | (0.1243)
Log-likelihood | -2858.16 | -2529.51 | -3206.90 -2799.868 -2048.60 -2544,17 322862 | -2915.75 ‘
Sample Size 6182 6203 5032 807T

* The bracketed figures are estimated standard errors

** Significant at 5%:level, one sided test

I Significant at 5% level, two sided test
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surprising as children and old persons generally remain out of labour force.
Similarly, the highly educated are seen to have fewer jumps. This is prob-
ably because those who are highly educated wait for a ‘good’ job and once
they get it, they remain employed for a long time. Thus they are either
steadily employed or steadily unemployed.

The pattern of employment across these covariates , however, is seen
to vary considerably across subrounds. The coefficients of old persons for
both Poisson and Negative Binomial models are found to be non-significant
for Subround 4 and those for children are found to be non-significant for
Subround 1. Similarly, education seems to have no significant effect in Sub-
rounds 1 and 4. *

Finally, we note that the estimated standard errors of some covariates
in the model turn out to be very high. Many coefficients, in fact, turn
out to be non-significant. For example, the coefficients of WEST and FE-
MALLE are non-significant. for all the subrounds for both Poisson and Neg-
ative Binomial model. Given the wide regional variations in Maharashtra,
the non-significance of the coefficient WEST for all the four subrounds in
both Poisson and Negative Binomial models is somewhat surprising. Also,
it i3 generally observed that the female members of the households enter
and exit from the labour market more frequently (Bardhan, 1984). How-
ever, such movements generally take place across agricultural seasons. Our
results imply that within the ‘peak’ season or within the ‘lean’ season, the
extent of movements of the females may not be significantly higher than
that of the males. Still, it will be interesting to examine whether this same

phenomenon is observed for other states of India.

3.3.4 Goodness of Fit

We now check whether the specification of the above models indeed leads to
g{:':dd results. We also draw comparisons between the Poisson and Negative
Binomial models in terms of goodness of fit to the data. It is customary to
use the chi-square goodness of fit test for this purpose, which compares the
observed and the expected probabilities of the cells in the model. However,
here the possible values taken by the variable is only seven, whereas there are

‘Note that the observed ¢-ratios for one sided and two sided tests at 5% level of significance
should be greater than 6.314 and 12.706 respectively.
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nine parameters in the model. Therefore, the chi-square test could not be
conducted for the combined sample. One can of course increase the number
of cells by separately looking across the various covariate groups. However,
the total number of possible covariate combinations is around one hundred.
Since the sample size in each subround i8 not more than seven thousand,
there will be many cells with only a few observations and this will make
the chi-square test invalid. It may also be noted that for large samples, the
standard chi-square goodness of fit test very often leads to rejection of the
proposed models, because with increase in sample size the chi-square test
demands much closer fit than is possible in most real life problems. We,
therefore, measure goodness of fit by other criteria.

We consider an alternative approach followed by Co0il(1991) in which
the distributional assumption is checked directly by examining whether the
models are able to generate the right, predictive frequencies for each covariate
group. Let p; represent the observed proportion of persons in any subround
who have made 7 jumps in the reference period. We define the corresponding

model estimates as the average unconditional predictive probabilities, 1.e.,

n

B = J(j) = D wifi(3) ' (3.3.3)
f=]

Here fi{7) is the unconditional prnhaBility implied by the model for the i-

th individual to jump § times in the reference period. These probabilities

are averaged across all individuals, using the corresponding multipliers as

weights. The graphs of observed and the estimated probabilities are pre-

sented subroundwise in Figure 3.3.1.

From Figure 3.3.1it is clear that the Negative Binomial model provides a
better fit to the data for all four subrounds. We shall, however, compare the
performance of the proposed models by some summary measures of goodness
of fit. Following Cooil(1991), the basic measures of predictive fit are taken
as |
(a) the proportional prediction error (PPEq) which gives the relative error
in fit corresponding to the probability of zero jumps | |

PPE, = [P0 P : (3.3.4)
Po
(b) the total absolute prediction error (TAPE) made in estimating the cell
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probabilities, i.e.,
TAPE = Z | p; —P; | (3.3.5)
]

and also
(c) the maximum distance between the observed and the predicted cumula-
tive relative frequencies, i.e.,

D = max | Fn(y) — F(y) | - (3.3.6)
where F5,(y) is the empirical distribution function (EDF) and F(y) is the
proposed distribution function.

Note that for all the four subrounds, the expected probabilities do not
sum to one for the Negative Binomial model. This is because the Negative
Binomial distribution has a long tail. It is the long tail of this distribution
which tackles the problem of overdispersion more efficiently than a Poisson
model. Therefore, the expected probabilities for the cells do not sum to one
ag Lthere exists some positive probability for more than six jumps! However,
these probabilities are small for all subrounds so that it may be considered
as a fair approximation. Generally, the sum of the expected probabilities
are made unity by adjusting the remaining probabilities proportionately to
all the cells. We have not done that since this will not reveal the extent of
prediction error outside the relevant sample range committed by the model.
Instead we add this error in our measurement of TAPE. For Poisson meodel,
however, such errors do not occur as the p; very quickly converges to zero
as j increases. We present the calculated values of PPEy and TAPE in
Table 3.3.3. '

While the values of TAPE for the Poisson model lie between 0.15 and
0.20, the corresponding range for the Negative Binomial model is between
0.045 and 0.055 only. The Poisson model grossly underestimates the prob-
ability of no jump and grossly overestimates the probability of one jump.
Compared to Poisson model, the performance of Negative Binomial model
is far more superior. The error in estimation in the probability of no jump
is very little for Negative Binomial model for all subrounds. The tail prob-
abilities are also better estimated by Negative Binomial model. However,
for all subrounds, the probability of one jump is slightly nv_el_'estimated and
the carreapﬂnding probability for two jumps is slightly underestimated by
the N egativé Binomial model. The main contribution toc TAPE for Negative
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Table 3.3.3: Obtained Values of Some Goodness of Fit Measures for the

Poisson and the Negativé Binomial Models : Rural Maharashtra, NSSO

38-th Round, Combined Sample

Model Measure || Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) (3) (4) (5) (6)

PPE, 0.0489 0.0557 0.070) 0.0515

Poisson TAPE (0.1556 0.1676 0.1809 0.1625
D 0.0437 0.0492 0.0605 0.0447

PPE, 0.0020 —0.0011 ~0.0006 0.0002

Negative | TAPE 0.0524 0.0451 0.0469 0.0541
Binomial D 0.0182 0.0171 0.0185 0.0194

Binomidl model comes from the discrepancies in the observed and predicted

probabilities for these two cells only.

3.4 Conclusion

This chapter examined the extent of employment fluctuation for the In-
dian rural sector as reflected by the NSSO 38-th round household level data
on employment and unemployment for rural Maharashtra, We measured
day-to-day employment fluctuation by the number of jumps observed for
different individuals across several employment, states within a moving refer-
ence period of seven days. The statistical models used for this purpose were
essentially generalisations of Poisson and Negative Binomial distributions.
Empirical investigations carried out on the basis of these models confirmed
the existence of substantial heterogeneity in the pattern of employment fluc-
~ tuation across different types of households. |

Broadly speaking, we found that the persons from wage dependent house-
holds in rural India are substantially more susceptible to employment fluc-
tuation than the rest of the population. For the highly educated persons,
on the other hand, there are fewer state changes compared to others. Age
and the number of jumps are found to be very highly related, but we have

found no significant relationship between number of jumps and other co-
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variates (e.g., region, social group and sex). It is, however, not unlikely
that some degree of interaction effects between covariates exists which have
not been explored. It would be worthwhile to examine the presence of such
interaction effects.

We now propose a few generalisations. Although the number of jumps
effectively summarises the extent of employment fluctuation, some amount
of information is lost because of this summarisation. A detailed study which
distinguishes transitions across several employment states will be more help-
ful to trace the source of this fluctuation.

More importantly, in this chapter we observed each individual for seven
days only. Since the reference period of data collection corresponding to
an individual is so short, the number of jumps observed for an individual
may depend on his initial state. Convergence to stationary steady state
employment may take some more time. To remove this dependence on the
initial state, each individual wil]l have to be observed for a large number of
days. With the help of the analytical tools described in this chapter, such
an analysis should be possible which may throw up some more light on the
problem of employment fluctuation.

Employment fluctuation may be measured in a number of possible ways,
one aspect of such a measure being the extent of movement and another
being the extent of predictability. The number of jumps from one employ-
ment state to another is basically concerned with the extent of movement.
In Chapters 4 and 5 of this dissertation, we shall be concerned with the
other aspect, viz., predictability. Of these two, Chapter 4 specifies a model
where employment of an individ ual is assumed to follow independent Markov
chains. Chapter 4 finds out the conditional distribution of the ‘current’
aggregate employment vector given the aggregates of the immediately pre-
ceding period. Chapter 5 then interprets the trace of the dispersion matrix
of this conditional distribution as a possible measure of employment fluc-
tuation and applies it to the NSSO 38-th round data on employment and
unemployment, for rural Maharashtra. Since the proposed measure is based
on the dispersion matrix, it reveals the extent of predictability of the em-
ployment states of individuals. Thus Chapters 2, 3, 4 and 5, taken together

will provide a more complete picture of employment fluctuation in rural

India.
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Chapter 4

Determination of Aggregate

Employment Fluctuation

4.1 Introduction

In Chapters 2 and 3 we analysed individuals’ employment fluctuation mea-
sured in terms of the observed number of jumps across different employment
states during the reference period. Although the number of jumps effectively
summarises employment fluctuation, some amount of information is lost as
a result of this summarisation. In this chapter we shall examine the phe-
nomenon of employment fluctuation with the help of a conventional Markov
chain model. |

To study the phenomenon of employment fluctuation in a Markov chain
framework, one should ideally use a continuous cross-sectional (panel) data
on transition of employment states of n individuals for T" periods. How-
ever, often in real life, instead of such panel data, all one gets are the data
aggregated over individuals, The models which are used to analyse such
data are broadly of two types: (a) models which take extensive help of eco-
nomic theory (Andrews, 1987) and (b) statistical time series models {Funke,
1992). Of these, models under the first category often specify a simulta-
neous equations framework. The practice of building up large structural
models sequentially, equation by equation, has been criticised by Sims(1980)
because these models often impose arbitrary exclusion restrictions for the
purpose of identification. As an alterna'tive, the use of atheoretical time

2

series models has been prescribed by Sims.
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The nature of specification of a statistical time series model depends on
the level of aggregation of the available data. If the data are aggregated over
individuals, a multivariate time series model may be specified. Of special

interest are the vector autoregressive moving average (VARMA) models as

these are sufficiently general in the sense that they provide a fairly good
approximation to the reduced form of any structural system of simultaneous
equations (Zellner and Palm, 1974 ; Zellner, 1979). Under fairly general con-
ditions, these models can be written as efther vector autoregressive (VAR)
models or vector moving average (VMA) models. The univariate AR(p),
MA(q), or ARMA(p,q) models are special cases of VARMA models.

When the data are available at a fairly disaggregated level, e.g., when
we have the data on aggregate employment level of counties or districts for
T periods separately, spatial-time series models may be specified {Bronars
and Jansen, 1987: Dunn, 1987). The scope of spatial-time series models,
however, is somewhat limited because such models require the space to be
divided into grids equal in area or size and the aggregate measures of the
concerned variable are to be calculated for each of these grids .

This chapter examines the aggregation implication of the VARMA mod-
els. It is obvious that the period to period values of aggregate employment
form a time series. If only this aggregate information is known, one uses
an AR(p), MA(q) or ARMA(p,q) process (Funke, 1992). These models are
ad hoc in the sense that they do not have any micro-theoretic foundation.
In contrast, the model proposed in this chapter starts from an individual
specific assumption, viz., that the period to period changes in the state of
employment of individuals follow independent Markov chains.

Section 4.2 of this chapter presents a general analytical framework. On
any day of the reference week, an individual may either be employed, un-
employed or be out of the labour force. Thus the total number of possible
~ states in this problem is only three. The analytical framework developed,
however, assumes the number of states over which movements of individuals
may occur to be K. This type of structure occurs frequently in economics
and in other social sciences (Bartholomew, 1982). The advantage of spec-
ifying this general framework is that it can be applied to similar type of

problems in other research areas.’

!See Frydman (1984) and Sampson (1990), which considers mobility across different types
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Section 4.3 of this chapter finds out the conditional distribution of the
state aggregates over individuals, given the aggregates of the corresponding
‘current’ states. In Section 4.4, we consider the special case of K = 2 in
which the state aggregates over individuals generate a untvariate time series
model the solution of which is very simple and has an easy interpretation.
Section 4.5 considers an empirical application of the proposed framework
to a study of the nature and the extent of fluctuation of the aggregate
employment series for rural Maharashtra. Finally, Section 4.6 summarises

the main findings and makes some concluding observations.

4.2 'The General Analytical Framework

Let X5 be a random variable which denotes whether the 4-th individual was
in the k-th state on the t-th day. We define,

Xt =1 if the i-th individual was in the k-th state
on the t-th day
= 0 otherwise (4.2.1)

Since there are /i states, we define
Et - (Xilfi'xai N 1-Xff,{) (42.2)

where )?,-t is the K x 1 vector giving the position of the i-th individual on
the t-th day. One and only one component of X, is one, the rest being zero,
so that

K
Y Xi=1, each Xf=0or1l (4.2.3)
k=1

Let X; denote observations corresponding to the i-th individual for 7

successive days, i.e.,
X = (fi],fig,...,}?ﬂ“) i=12...,n (4.2.4)

which is a X x T matrix. It shows the daily state positions of the individual
i throughout the reference period. We assume that for fixed 4, X;: follows

of jobs and Conlisk {1989), Conlisk (1990), Coondoo and Dutta (1992) and Dardanoni (1993),
which study individuals’ movements across income classes,
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a Markov chain, but across ¢ (which means, across individuals}, X;'s are
independent and identically distributed (¢id).

We also assume that for fixed 1, .fﬂ is stationary in the strict sense, i.e.,

L M L o L

F(Xﬂ! 12y .- 15) — ( i(tg+1) X:’(ig-ﬁ-?)t e 1Xt'(tn+a)) (4'2‘5)

where F'(-) is the cumulative distribution function (CDF) of (Xi: Xizy .- Xis)- -
We assume that E(X;;) and D(X;) exist where E and D denote Lhe

expectation operator and the dispersion matrix respectively. Because of

strict stationarity, E(X,i) and D .,,) will be independent of {. Also since

Xi's are iid across 1, E(X;) and D(X;;) will be independent of i as well.
Let us denote

Y=Y X; (4.2.6)
1=]

and

zZ =~ Y X, (4.2.7)

Then Y and Z are two K x T matrices which reflect aggregates and
proportions of cell positions respectively for each state across the whole

reference period. Let us define

Y =Y., Yp) (4.2.8)

and
= (21, 2y, ..., 27) (4.2.9)
Thus, (?{,E,,ﬁ) or (Z’],Z,. » ,2}) gives us a multivariate time

series. Here Y; and Z give us aggregate and proportionate state position on

day ¢ respectively. We denote the k-th component of ¥, and Z, by Yt* and

Z¥ respectively, Here, Y;¥ measures the aggregate number of individuals in

the k-th state on the t-th day. A similar interpretation can be given to Z7.
Let the initial probability vector be given by

70 = (nf, 13, ..., 7K) (4.2.10)

where 7, denotes the initial probability of being in the k-th state. Further,

let the transition probability matrix be

Pir 2 ... PIK
P =

PK1 PK2 -+ PKK
(42.11)
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where pi;’s are the transition probabilities, i.e.,

prj = P X}y =11 Xj=1] (4.2.12)

We assume that the transition probabilities are constant across time.
For convenience, we shall denote the k-th row of the transition probability

matrix P by
P& = (pr1,pkas - pkk)  k=1,2,...,K (4.2.13)

Thus the k-th row of the transition probability matrix corresponds to a
multinomial probability distribution with the probability vector ple)
Let the steady state distribution be given by

A= my . ) (4.2.14)
This steady state distribution is obtained by solving the equation
7Y = VP (4.2.15)

Note that.one equation in the above system of linear equations will be re-

dundant and should be replaced by the condition

K
Y m=1 (4.2.16)
k=1
Let us denote
V = Diag(n}, 75, ..., w%) — #F* (4.2.17)

Note that each row and each column of V sums to zero. Therefore, the rank
of V iz at most (K — 1).
~ We now have the following proposition.

Wl

Proposition 4.2.1 Z £+ Z* where Z* ~ N(7*,2V) and ~, denotes

convergence tn distribution,
Proof : Since X, is stationary for fixed i,

X: -5 X! ast—oo . B (4.2.18)
where X; ~ Multinomial(1,7*),
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Since (Eih it =1,2,...,n) are independent,

7 = ——ZX - l}_: (4.2.19)
1= T is
Clearly,
3" X! ~ Multinomial(n, #") (4.2.20)

1=]

As n is very large, by central limit theorem (CLT),

! S X L 7 (4.2.21)
where Z* ~ N (%', 1 V). Therefore, 7, £+ Z* where Z* ~ N@EF',IV). B
Corollary 4.2.1 For K =2, Z, £, 7" where Z* ~ Nin* ,u (1 —7*)

Note that in Corollary 4.2.1 both the mean and the variance of Z* are
functions of the steady state probability. Also, Var(Z'} is maximum if
7m* = 1/2, This is the case when the univariate time series of any of the
labour states of employment, unemployment or out of labour force fluctuates
most. At the other end, Var(Z*) =0if 7* = 0 or n* = 1. For these cases,

Z* is degenerate.

4.3 Derivation of the Conditional Distribution

The marginal distribution of Z may not yield good predictions as the vari-
ance of Z; may be quite large. However, use of the conditional distribution

of Z; given Z4—y will vastly improve the efliciency of prediction. Let

K
Kirry = D K Vit - (4.3.1)
k=]
where V¥ ~ Multinomial(1, P(*)). The intuitive justification of the above

equation is as follows : the probability distribution of X,(tﬂ) depends on
X Since, X; is a K x 1 v&ctor and one and nnly one component of X

is unity (the rest being zero), X i(t+1) ~ Multinomial(1, P*)). if and only if
XE=1. |
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Note that, V¥ (k = 1,2,...,K) are not independent. However, if the
value of )?,:1 is known, then V}f,(k = 1,2,...,K) are independent. Aggre-

gating across i, we obtain

K

H "
Yiq1 = Z Xi(H—l) = Z z Xﬁ ‘;/‘.l:: (4.3.2)
t=] i=1 k=1
Interchanging summations, we write the above equation as
_ K n K
Yier =3 > X{Vi=) Vi (4.3.3)
k=1 i=| k=1
where )
Vi =Y X{Vy§ (4.3.4)
i=1
Clearly,
Vi | ¥i ~ Multinomial(Y;¥, pl) (4.3.5)
Note that Vi, Va,..., Vx are not independent. However, it can be easily

proved that if the vector Y, is known, then V|, Va,.. .,V are independent.
Now if n is very large so that (Y%, k = 1,2,...,K) are all very large,

we can approximate each multinomial by a multivariate normal probability

distribution. Note that since Z_‘:‘;l px; = 1forallk = 1,2,..., K, the central

limit approximation will yield a (K —1) dimensional normal random variable.
Let,

Ui = Diag(p1, iz, - .  prx) — P® . P& (4.3.6)

Then, , | |
EVk ~ N(ZfP(k), ;L-Zka) as n — oo (4.8.7)
Since given 2‘, the random yariable.a Vi, Va, ..., Vg are independent,

their central limit approximations will also behave like independent random

variables. Therefore,

RN ok k) 1 Lk a
Zyv1 | Zy N(Elztp ,ng{zt U,) (4.3.8)
Thus (4.3.8) follows a nonstationary VAR process with drift, the nonsta-
tionarity entering through the dispersion matrix of the disturbance vector.
The result presented above may be interpreted as follows : when Z, is not
known, we can only use the fact that the distribution of ZH will be a. (K-1)
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dimensional multivariate normal. Both the mean vector and the dispersion
matrix of that distribution will be functions of the steady state probabilities.
However, when 7, is known, not only do we have more information regarding
the average, we also have more information regarding the fluctuation of the
process. If there exists wide differences in the extent of fluctuation across
rows of the transition matrix P, naturally that information will manifest
in the conditional distribution. For example, let us consider two rows of P
(say, the first and the second), one being (1,0,0,...,0) and the other being
(;13, ﬁlr, REP fg) If it is known that currently N) observations are in the first
cell and N, observations are in the second, then not only do we know the
cell-averages, but we also know that the above N; persons will remain in
the first cell in the next period with certeinty. This additional information

will reduce the variance of the conditional distribution.

4.4 'The Case K=2 : A Special Case

This section discusses the special case of K=2. Although the results derived
in Sections 4.2 and 4.3 are very general, the case K = 2 should be studied
separately for several reasons. When K =2, the state aggregates over indi-
viduals generate a unfvariate time series. The fluctuation of this univarate
series can be very easily explained by the transition probabilities. The re-
sulting solution is very simple and can be easily interpreted. In fact, the
state aggregates follow a nonstationary AR(1) process with drift. Both the
mean and the variance of this process are functions of the transition proba-
bilities of the corresponding Markov chain. Also, since the parameters of this
process are related to the transition probabilities, several important types
of fluctuation of the state aggregates can be linked up with the transition
probabilities more intensively. In Section 4.5, we shall consider an empirical
~ illustration of this special case, We shall study the extent and the nature of
fluctuation of the aggregate employment series for rural Maharashtra.

For the special case of K=2, we simplify the notation a bit. The nota-
tion adopted in this section supersede the old notation and are maintained
throughout the rest of this chapter. Also for easy reference, we shall call the
states as employment (E) and non-employment (N).

Let X;; be a random variable which denotes the employment position of
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the 2-th individual on the {-th period (i = 1,2,...,n; t = 1,2,...,T). For

convenience, we shall call each such period a day. We define,

Xy = 1 if the i-th individual is employed on t-th day

= otherwise (4.4.1)
Let us denote .
¥=% X (4.4.2)
i=1 |
and
~ ] Ea o~
Z = .ZX* (4.4.3)

i=1

Here, Y and Z represent the vector of aggregate (i.e., the total number
of employed persons) and the proportion of employed persons on each day
of the reference period. Let us denote ¥; = Y} i, Xy and Z; = %EXH.
Here, (Y1,Y3,...,Yr) or (Z),2y,...,2Zr) gives us a time series; ¥; gives us
the aggregate employment on day t and Z, gives us the proportion of people
employed on day ¢ respectively.?

Let the initial probability vector be
,ﬁ'ﬂ’ = (7,1 — mo) (4.4.4)

where g is the initial probability of employment.
The transition matrix is given by

p-| P l-°P (4.4.5)
l1-¢ ¢ -

wherepz P[Xt.}.l = ] l Xt = 1] and g = P[Xt+1 =0 | Xf, = 0]
Also, let the steady-state distribution be given by

7' =(n*1-7") |  (4.4.6)
Note that n* is obtained by solving the equation

o+ 1 —m)1-q) =7 (4.4.7)

2Strictly speaking, since the reference period for data collection may be different across
different individuals "7 X or ;}E X may not reflect the actual employment position on
the t-th day literally, but under strict stationarity its distribution will be the same as the

above,
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Let m; be the probability that the i-th individual will be employed on
the t-th day. Then it can be easily proved that

m=PXy=1=7"+@p+qg-1)(mg—-7') (4.4.8)

Corollary 4.4.1 IfY; and (n —Y,;) are both very large, then,
Zip(1 = p)) + (1 — Z)q(1 - ‘I)]

Ziy1 | Ze~N(Zp+(1—2)(1 - q)

n
Note that we can write,
Zipr=(1—q)+(p+q—1)2 + €14 (4.4.9)
where €. 18 a randorn variable with
E(¢i41| 2) =0 (4.4.10)
and
Var (e | 2,) = 220 =PI+~ Z)q(1 —9) (4.4.11)

n |
Therefore Z, follows a nonstationary AR(1) process with a constant drift,

the nonstationarity entering through variance of the disturbance term. Note
that

E(ei1) =Ez.(E(e41 | ) =0 (4.4.12)
and
E(Zi41) =p E(Z) + (1 -q) (1 - E(Z)) (4.4.13)
Also,
EE: E(Z,1) = tllﬂ, E(Z) =n" (4.4.14)

This means, as t — oo, (4.4.13) becomes the steady-state equation.
Subtracting (4.4.13) from (4.4.9), we obtain

(Zt+1 ~ E(Z41)) = (p+ ¢ — 1)(Z — E(Z)) + €141 (4.4.15)

Since | p+¢—1|< 1, if Z; — 7, 2 0, there will be tendencies to push
it down to the steady state level, the extent of ad] ustmeﬁt. d:epending upon
the value of | p+-¢—1/{. If | p+ g~ 1] is close to zero, the adjustment will
be quick, if | p + ¢ — 1 | is close to one, adjustment will be slow. Note that
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(p+g¢—1) is an eigenvalue of the transition matrix P. Since here Pisa 2 x2
matrix there can be at most two eigenvalues of P. The other eigenvalue of
P is unity. If | p+¢~1|< 1, it will be the second highest eigenvalue
of P. The second highest eigenvalue is intimately related to the mobility
inherent in a transition matrix. Measures of mobility which are functions of
the second highest eigenvalue refiect how quickly convergence takes place to
the steady state (Shorrocks, 1978).

The mechanism of adjustment not only depends upon the value of

| p+ g~ 1], but also upon the difference between p(1 — p) and ¢(1 — g).
Here p(1 — p) is the expression of variance of Bernoulli(p) and similarly
q(1 — q) is the variance of Bernoulli (1 — ¢). If this difference is zero, both
the states, X and N are similar so far as fluctuation is concerned and hence
variance of aggregate employment will be free from Z;,. However, if this gap
is large, and we know the number of persons in states £ and N on a given

day, we can utilise this information for better prediction. We thus have the

following proposition :

Proposition 4.4.1 The conditional distribution of Zy+) gtven Z, i3 free

from Z, if and only if the transition matriz is of the form :

p=|P 177 (4.4.16)
p 1-p

Proof : Clearly, the conditional distribution will be free from Z; if and

only if -

and .
p(1-p) =q(l - g (4.4.18

As (4.4.17) implies (4.4.18), (4.4.18) becomes redundant.
Thus, the conditional distribution of Zyy1 | Z; will be free of Z, if and

only if the transition matrix P is of the form (4.4.16). _

The intuition of the above result is as follows : if two states are identical

with respect to transition, then the additional information of knowing Z

will not be of any extra help.,
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Corollary 4.4.2 Z,,; follows a stationary AR(1) process if p(1 —p) =
(1 - q).

Proof : Follows directly from {4.3.8). _

The intuitive reasoning behind this result is that since the variance

within each row of P is the same, aggregate variance will be free of the

number of persons in each state,

We now discuss a few important special cases.
Casel: p+qgr?2

In this case, both p and ¢q are close to 1. This suggests that the market is
comparatively less shock prone because variance across days is small. How-
ever, if a shock displaces employment rate from the steady state solution,

the market adjusts to its previous level slowly but steadily.
Case 2: p+g¢g>lip=qg=1/2

In this case the conditional variance is high. The market is more shock

prone. However, adjustment takes place quickly.
Case 3: p+qg>l,pxlg~0

Here the market can adjust very fast. Also, conditional variance will be

lower compared to other cases, hence convergence is also likely to be steady.
Case 4 : p+q>1l,pr0,qg~1
Similar as Case 3.

Case b : p+g<l1

Since both p and ¢ are small, high unemployment on one day is associated

with low employment on the next, This case is very unlikely to occur in

reality.

4.5 An Empirical Illustration

In this section, we illustrate the theoretical results derived in the previ-

ous sections with an example. Since this is an illustration, we shall work
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with the two states proposed in Section 4.4, viz., employment (E) and non-
employment (N). This means, we shall not distinguish between the states
unemployment (U) and out of labour force (O).?

~ Since the transition probabilities may not remain constant across sub-
rounds, the initial and the transition probabilities are separately estimated

across subrounds.* The results obtained are presented in Table 4.5.

Table 4.5.1: Estimates of the Initial, Transition and Steady State Probabil-
ities across Subrounds : Rural Maharashtra, NSSO 38-th Round, Combined
Sample

E Subround 1 | Subround 2 | Subround 3 | Subround 4
| Zstimate of Jan-Mar Apr-Jun Jul-Sep Oct-Dec
(1) @ 3) W | )
[nitial Probability 0.4599 0.4191 04800 | 0.4743 ||
() (0.0026)° {0.0031) (0.0016) (0.0002)
Transition Probability 0.9683 09628 | 09586 | 0.9659
from E to E (p) (0.0018) (0.00186) (0.0054) (0.0026)
Transition Probability 0.9720 0.9698 0.9594 0.9624
from N to N (g) (0.0014) (0.0000) (0.0042) (0.0010)
Steady State Probability 0.4690 0.4485 0.4954 0,5246
(') (0.0022) (0,0105) (0.0067) (0.0125)
Log-likelihood —10828.62 | —10894.55 | -10098.84 | —11573.98
Sample Size 6162 6203 5032 6077

* The bracketed terms are estimates of standard errors.

For all the four subrounds, we find that p and ¢ are very close. The
maximum difference between p{1 — p) and ¢(1 — ¢) occurs for Subround 2,
the value being 0.0065. On the other hand, for Subround 3 it is closest to
zero, the value being 0.0007. Since the values of the difference are so close
in all the cases, we conclude that a stationary AR(1) process with a drift

approximates the ‘true’ distribution well.
For each day in each subround, we now compute the estimated value of

3The difference between U and O is, however, very thin (Tano, 1991).
{For a discussion on the method of estimation, see Appendix A.
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the ‘current’ employment rate given the information of the preceding peried,

ij.e.,
Zin =01 -9 +@+7-1)2 (4.5.1)

We also compute the estimated standard error 4,4, where

— 1. ;
ZIEE (=001 - P2+ 31 - (1 - 2]} (4.5.2)
Note that if §(1 — 5) and §(1 — §) are very close, then

dim = [p(1 - P))? ~ (31 - ) (4.5.3)

i.e., 0,4 is free from Z,. The above condition holds in this case. [or the
four subrounds the estimated standard errors are 0,0022, 0.0023, 0.0028 and
0.0024 respectively.

The observed and the estimatied values are presented in Figure 4.5.1.
Figure 4.5.1 reveals that the observed and the estimated values are quite
close. The maximum absolute deviation is less than 0.01. For most of the
observations, the obgserved values fall within the 95% confidence interval of

the estimated values.

4.6 Conclusion

This chapter derived the aggregation implication of the VARMA models
from individual specific assumptions. Under the assumption that the state
vectors of individuals follow stationary and #id Markov chains, the condi-
tional distribution of current cell aggregates given the cell aggregates of the
preceding period has been derived. The conditional distribution was shown
to be a nonstationary VAR process, We also obtained the conditions under
which this process would be stationary. Empirical examinations with NSSO
38-th round data on employment revealed that a stationary AR(1) process
- provides a good approximation for the employment series.

Note that throughout this chapter we worked with #td Markov chains.
So far as the empirical illustration is concerned, this is a serious limitation -
the transition probabilities may not be constant across individuals, It is
easy to generalise the model proposed here and such a generalisation may

be attempted from two directions : one can consider mover-stayer models
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(Frydman, 1984; Sampson, 1990), or one can assume the transition probabil-

ities to be functions of some important covariates like household occupation,

age, sex, education etc. These generalisations will help us in identifying the
segment of population who are more shock prone to labour market uncer-
tainties.

Although the empirical problems mentioned above are important and
may provide some further insights into the fluctuation of aggregate em-
ployment, we do not make any attempt here for such generalisations. In
Chapter 5, we shall once again come back to the problem of summarising
and measuring employment fluctuation. The results derived in this chapter

will be used for this purpose.
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Chapter 5

Employment Fluctuation in
Rural India : Predictability
and Mobility

5.1 Introduction

In Chapter 2 and Chapter 3 we measured employment fluctuation by the
total number of state changes observed for individuals in the reference pe-
riod. The number of jumps from one employment state to another within
a specified period basically reflects the extent of movement in the cor-
reépﬂnding stochastic process. In this chapter a measure of employment
fluctuation based on the extent of predictabtiity of the time path of the
aggregate employment vector is proposed. This measure is derived from
the period-to-period variation of the cell aggregates across individuals and
has some nice probabilistic and information theoretic interpretations. We
apply this measure to the NSSO 38-th round data for rural Maharashtra to
determine the extent of employment fluctuation of various subgroups of the

population in rural Maharashtra.
This chapter is also a logical follow up of Chapter 4. In Chapter 4 we
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specified 8 Markov chain model. The extent of fluctuation of the transition
matrix of a Markov chain is often summarised by a scalar. These scalars
are called mobility indices. Mobility measures play an important role in
summarising the extent of movement and the extent of predictability from a
transition matrix, Over the years, many such measures have been proposed
and used in economics, sociology and other disciplines (Shorrocks, 1978;
Bartholomew 1982; Dardanoni 1993). We shall show that the proposed
measure of employment fluctuation can also be interpreted as a measure of
mobility over an important class of transition matrices that are frequently
encountered in reality.

The plan of this chapter is as follows : Section 5.2 presents a brief survey
of the literature on mobility indices. Section 5.3 proposes the new measure
and interprets it in different ways. In Section 5.4, the measure is applied
to the NS5O 38-th round data on employment to determine the extent of
employment fluctuation of various subgroups of the population. Finally,
Section 5.5 summarises the main findings and makes some concluding ob-

servations.

5.2 A Brief Survey on Measures of Mobility

Studies on mobility either make assumptions directly about the various mo-
bility indicators and analyse their properties (Shorrocks, 1978; Sommers and
Conlisk, 1978; Bartholomew, 1982; Geweke et al., 1986; Conlisk, 1990) or
focus on the ordering of the transition matrices using some a priori criterion
(Markandya, 1984; Conlisk, 1989; Dardanoni, 1993). In this chapter, we
shall consider the firat approach only.

5.2.1 Criteria for Mobility Indices

An index of mobility is defined as a continuous real valued function M({:)
over the set of K x K transition matrices P. The mobility indices should

satisfy the following axioms as specified by Shorrocks (1978) :

(i) Normalisation {(N) : 0 < M(P) <1

Note that, normalisation imposes no significant constraint on the set
of mobility measures. If M(:) is bounded, a rank preserving change
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of origin and scale can always be found so that after the change, the

transferred function takes values in the interval [0,1].

(ii) Monotonicity (M) : Let us define P > P’ if p;; > pj; for all 7 # j
and p;; > p;; for some i # j. The monotonicity axiom states that
P > P’ implies M(P) > M(P’).

The intuitive implication of this assumption is clear, Monotonicity ax-
iom stresses the importance on movement. The extent of movement
in the system depends on the values of the diagonal terms of the tran-
sition matrix. The lower the diagonal terms, the more is the extent of

movement and thus the more mobile the transition matrix is.

(ili.a) Immobility (I) : M(I) = 0 where I is the identity matrix.
The identity matrix arises as a transition matrix when no movement
takes place among the states of the Markov chain. If we know the ini-
tial distribution, in this case we can accurately predict the time path.

The assumption I implies that mobility for identity matrix should be

leas than or equal to mobility for all other transition matrices.

This criterion may be replaced by a stronger criterion, viz.,

(iii.b) Strong Immobility (SI) : M(P) = 0 if and only if P = 1.

SI rules out the possibility that besides the identity matrix, any other

matrix can take the lowest value.

Although the identity matrix can be associated with the minimum
value of a mobility measure, it is harder to decide on the other end
point of a mobility measure. In intergenerational mobility studies
an ideal condition will be one in which the son's class will be indepen-
dent of his father's class (origin independence). Following this idea,
Prais (1955) defined a perfectly mobile transition matrix as one all the

rows of which are identical.

(iv.a) Perfect Mobility (PM) : M(P) = 1if P = ux’ whereu = (1,1,...,1)
and x'u = 1, i.e., M{P) is maximum when the transition matrix P

has identical rows.

PM can also be replaced by a very gimilar criterion, viz.,
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(iv.b) Strong Perfect Mobility (SPM): M(P) = 1 ifand only if P = ux’

where u = (1,1,...,1) and x'u = 1,

Like SI, SPM also rules out the possibility of other type of matrices

taking the extreme values.

Note that PM or SPM specifies an ideal norm. It simply states that
mobility should be maximum for the case where the current state (or origin)
of an individual does not matter. Since the rows of the transition matrix
are identical in this case, the probability of the state in which an individual
may go is independent of the current state of the individual and mobility
according to PM (or SPM) should be maximum for this case. Note that
although it is a desirable norm with which to compare existing societies in
intergencrational problems, it neither conveys maximum amount of maove-
ment which can take place between classes nor does it convey the maximum
uncertainty in the sense of gtatistical prediction. In any study of mobility,
we must Lherefore decide whether we are primarily interested in movement,
origin independence or in predictability.!

We next examine whether meaningful mobility comparisons is possible
when the observation periods corresponding to the matrices are not identical.
Such a case arises when we have to rank income mobilities of two countries,
say North and South, transition matrices for which are obtained by a cross-
tabulation of consecutive years' data and data for years separated by a longer
period respectively.

Shorrocks(1978) has shown that for many commonly accepted mobility
measures M(:), M(P) > M(Q) does not necessarily imply M(P*} > M(Q")
for all integer # > 1. It is this inconsistency which prevents an unam-
biguous ranking of transition matrices defined over different time intervals.

Shorrocks, therefore, defined another criterion called period consistency

which is as follows :
(v.a) Period Consistency (PC) : M(P) > M(Q) implies M(P*) >
- M(Q?) for all integer s > 1. |

This property is sometimes changed by explicitly introducing into the
mobility index M(-) the time interval S over which the transition ma-

'Shorrocks (1978) has shown that in general the assumptions M and PM are incompat-
ible. In Section 5.3, we shall discuss this issue in details. |
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trix is defined. Thus, a stronger version of PC is :
(v.b) Period Invariance (PI) : M(P, S) = M(P?, s5).

We shall now show that PI relates the mobility index of the transition
matrix with its characteristic roots. To see this, let us assume that P is
diagonalisable with distinct characteristic roots Ay, A2,..., Ax. Under the
usual topology, matrices with distinct characteristic roots form a dense sub-

sel within the set of all matrices. Without loss of generality, we assume?
L= A |>I A ]> - >] Ak | (5.2.1)

Note that | A; |< 1 because of the assumption that the transition matrix
P admits a steady state solution. We now apply the standard decomposition

of P, viz.,

K
P = Z A Ey (5.2.2)
k=]
where
.f !
BB =d 0 URFEE (5.2.3)
E, ifk=k'
and
K |
> Ep =1 (5.2.4)

+ =1
Note that the matrices Ey are formed by the product of the right col-

umn eigenvector xy and the left row eigenvector yj corresponding to Ag.
Under normalisation, y} xi = 1. Also note that such a decomposition is

always possible because of the assumption of distinct characteristic roots

Al A2, 00 AR
Note that the transition matrix can be written as

K
P =Y MEy (5.2.5)
k=1

To prove P1, we must write M(P, S) as an equivalent function

f(S,/\z,.-*,AK,El,'Ez,;”,--EK) |
f(S, A5, ..., f;(,E]_,Eg,.“,EK) (5.2.6)

M(P, S)

I

I

?See Shorrocks (1978).
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In addition, we shall have to show that the index is an even function
of each eigenvalue argument and is homogeneous of degree zero in the time
period and logarithms of the characteristic roots of the transition matrix.
Both PC and PI are strong conditions. Very few commonly used mobility
measures actually satisfy these criteria.

Geweke et al. (1986) showed that Shorrocks's criteria can be logically
grouped into three categories, viz., persistence criteria, convergence criteria
and temporal aggregation criteria. They showed that criteria within each
category is logically consistent, However, across categories several conflicts
arise. Ior matrices with real and nonnegative eigenvalues there are no logical
conflicts among any of the criteria. Geweke et al. (1986) showed that
some of these inconsistencies can be removed if the analysis is extended
to continuous time, Their continuous time fractile analysis leads to a one
dimensijonal mobility function of order K, intermediate between a mobility

index (dimension zero) and the transition matrix itself (dimension two).

5.2.2 Some Commonly Used Mobility Indices |

This subsection presents some commonly used mobility indices and discusses

their properties.

e Measures Based on Trace : Prais(1955) showed that the mean

length of stay in state k is 1/{1 — ps). Shorrocks(1978) proposed the
inverse of the harmonic mean of these lengths, scaled by K/(K — 1),

as an index of mobility, i.e.,

_ K - trace(P) (5.2.7)

This measure is simple and is easily interpretable. However, it pays
no attention to the off-diagonal elements of P (Sommers and Conlisk,

1978).

One may define a similar type of mubility index based on the uncon-
ditional probability of leaving the current state (Geweke et al., 1986),

Mu(P) = K{{ 7 f‘;m(l —_pkk) - (5-2-3)
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Suppose the chain is in steady state. Then My (P) is proportional to
the probability that a randomly chosen individual will change state in

the next period.

» Measures Based on Determinant : A mobility measure based on

the determinant of a transition matrix in Shorrocks(1978) is

Mp(P) =1~ | det(P) |° (6.2.9)

This measure has the obvious weakness that it gives completely mobile

value when any two rows or columns of P are identical (Shorrocks,
1978).

s Measures Based on Eigenvalue : Any function M(P) which can
be expressed as a strictly decreasing function of the moduli of the
eigenvalues of P can be defined as a mobility index after proper nor-

malisation. Geweke et al.(1986) proposed one such index given by

K-l A
4 Mg(P) = R?:_‘j_!l : | (5.2.10)

Measures based on the second highest eigenvalue of the transition ma-
trix have also been proposed (Sommers and Conlisk, 1979), viz.,

Msc(P) =1~ Az | (5.2.11)

where A is the second highest eigenvalue of P.

Measures based on the second highest eigenvalue are often interpreted
in terms of speed of convergence to the steady state solution from a

given state, e.g., Shorrocks’s measure
Mg(P,8) = e "° (5.2.12)

where h = -—ﬁfﬂ and S is the time interval after which transitions
are observed, is interpreted as the asymptotic half-life of convergence

to the steady state (Shorrocks, 1978).

Note that the mobility indices based on the determinants of the tran-
sition matrix can also be interpreted as indices based on eigenvalues

because determinants are products of the respective eigenvalues.
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¢ Bartholomew’s Measure : Bartholomew's mobility index is defined

as

1 .
Mp(P)= =SV li-jlmpy;  (5:213)
P

Here, Mp(P) is proportional to the expected number of class bound-

aries crossed from one time to the next when the chain is in the steady

state.

¢ Measures Based on Mean First Passage Time (MFPT) : Con-
sider a steady state Markov chain. Let two individuals from the pop-
ulation be chosen at random. Conlisk (1990) considers an immobility
measure which is the expected number of time periods which must
pass before the first individual achieves the state of the second individ-
ual. Let S* denote the mean first passage matrix (Kemeny and Snell,

1976). The immobility measure is defined as

Mp(P) =mS'n (5.2.14)

e Measures Based on Entropy or Information :  Besides the
above measures, some other measures have also been suggested. Maa-
soumi and Zandvakili (1986, 1990) applied some generalised entropy
measures of mobility to examine the extent of income mobility in a
population. Chakravarty (1994) has interpreted the minimum dis-
crimination information statistic suggested by Kullback (1959) as a

measure of mobility.

5.2.3 Mobility Indices : A Brief Discussion

Although mobility indices play an important role in summarising the extent
of fluctuation, considerable problems are encountered in trying to summarise
a transition matrix into a scalar measure of mobility. The indices, ideally,
should not only satisfy all the criteria proposed but also have clear inter-
pretations. Very few mobility indices pass through these tests. Moreover,
different mobility indices impose different orderings and often these order-

ings are not consistent with one another, To elucidate this, we present below

an illustrative example given in Dardanoni (1993) :
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e Example (Dardanoni, 1993) : Let us consider the following three

transition matrices Py, P2 and Pjg.

G.60 0356 0.05 0.60 030 0.10 0.60 040 0.00
P1=| 035 040 0.25 P=1 030 05 0.2 Pg=1{ 0.30 040 0.30
005 025 0.70 0.10 020 0.70 0.10 0.20 0.70

Dardanoni calculated some commonly used mobility indices for Py, Po
and P3 and ordered these three matrices according to each such measure.

The results are presented in Table 5.2.1.

Table 5.2.1: Most Mobile Matrix among P41, P2 and Pg for Some Common
Mobility Measures

Second Highest Mean First
Eigenvalue Trace Determinant | Passage Time | Bartholomew
Most Mobile
Matrix Pz P1,P3 Pl_ P_a Pl,Pz,P

Irom Table 5.2.1, it may be noted that the ranking induced by the mea-
sures are g0 different that one may have to conclude that “no single mobility

statistic has the minimum requirements regarded as essential” (Shorrocks,
1978).

5.3 The Proposed Mobility Index M*(P)

In Section 5.2, we provided a brief discussion on some commonly used mo-
bility measures. Note that mﬂbi]itly means not only movement but also
predictability. The axiom M is a necessary property for the mobility in-
dices aiming to measure total movement and the axiom PM is a necessary
property for those which aim to measure origin independence. .
Shorrocks (1978) has shown that in general the assumptions M and PM
are inéﬁmpatible. The conflict can be resolved in a number__ol' ways. One
obvious way out is to look for different axiomatic atrupt_ures. The other is

~ to restrict attention to a smaller class of transition matrices P* where ‘P" is
a subget of P. | |
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In many applications, the higher values of the transition probabilities
cluster about the main diagonal. However, the assumption that the tran-
sition matrix has a dominant diagonal, with p. > -%, is too strict. A
larger class is obtained by specifying the requirement that the probability
of remaining in the same state is no less than that of moving to any other
particular state. Formally, if p;; 2 pi; (1,7 = 1,2,..., K), we shall say that
the matrix P has a mazximal diagonal A still larger class is the class of
quasi-mazimal diagonal transition matrices for which there exists positive
141y M2y . - o itk Such that wipy; > u;pi; for all 4, 7. Let us denote the class of
transition matrices having a maximal diagonal By P*' and that of the quasi-
maximal transition matrices by P**. Restricting the attention to P* or P**
has one important advantage, viz., M and PM are no longer incompatible.

Shorrock’s mobility measure based on trace satisfies M and PM over
the set of transition matrices with quasi-mamfrna! diagonals. Although
this class is large, Shorrock’s measure pays attentions to only the diagonal
elements of the transition matrix. Consider 1, 7, k such that i # 7 and 7 % k.
If p;; decreases and p; increases by the same amount 6 , Shorrock’s measure
for mobility will not be affected. Moreover, according to Shorrock’s measure,
there can be many matrices which are perfectly mobile.

We illustrate below with an example. Consider the following two tran-

sition matrices Py and Pj.

0.50 0.25 0.25 0,50 0.25-46 0256+96
Pi1=| 050 025 0.25 Po=1] 050 025—-6 02546
050 025 0.25 050 0.25-6 025+

Note that both P; and P; are quasi-maximal diagonal transition ma-
trices and each has identical rows. Therefore, both Py and P2 are origin
independent and hence are perfectly mobile. However, tn terms of pre-
dictability, the two matrices may not be similar.

Suppose, we know that on period ¢ the i-th individual is in state k which
means we know that X% = 1. Suppose now we want to predict the state
of the individual on period {t + 1). Our accuracy of prediction will clearly
depend upon the terms Var(Xf(H‘l) | XE=1)(j=1,2,...,K). A mobility
measure which is a function of these conditional variances will involve not

only the diagonal elements, but all elements of the transition matrix.
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We propose such a measure here which is based on the dispersion matrix
of the cell aggregates derived in Chapter 4 and interpret it in different ways.
The elements of the dispersion matrix of the cell aggregates measure the
variability of the cell aggregates. Hence, they can be suitably combined to
a real number to provide an idea about the predictability of the transition
matrix itself. The measure we propose uses only the diagonal elements of
the dispersion matrix of the cell aggregates (i.e., it uses only the conditional
variances). However, it involves all the elements of the transition matrix.

Let us define

K K
M'(P) = trace(z Zf U,) Z Z trace(U}), PeP' (53.1)
k=1 k=1
where Y°h_; ZF U, is the dispersion matrix of the conditional distribution
of the cell aggregates described in Chapter 4.
It can be very easily shown that

K
trace(Ui) =1- ) p}; (5.3.2)
j=1

Therefore,

K K
M'(P) =1~ ZZprEj EZZ"‘(I ka (5.3.3)

- k=] J=1 k=1 j=1

We now provide an information theoretic interpretation to M*(P). Con-
sider a discrete probability distribution with probability vector

- (‘?11‘?21'“1‘111)

. Then the function

—21-3q)) (584
k=1

may be interpreted as a non-additive measure of entropy of the correspond-
ing probability distribution (Behara, 1990). In fact, for n = 2, hy(g) is called
parabolic entropy as the graph of ho(:) becomes a parabola in this case
(Behara and Nath, 1973). The proposed measure M*() is thus an weighted
average of the entropies of the probability distributions corresponding to
the rows of a transition matrix, the weight vector being the ‘current’ or the
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‘spol’ distribution. Thus with this measure we may easily compare the pre-
dictability or the information in any two transition matrices. Note that if we
interpret M*(.) as a measure for predictability only, then the comparison of
predictability can be done for all transition matrices, one need not restrict
one’s attention to smaller classes.

We shall now consider another simple probabilistic interpretation of
M*(P). Consider two individuals 4 and B, Let St(A) and St(B) be two ran-
dom variables which denote the state positions of A and B respectively on
the t-th day. Clearly, both S( ) and S( ) can take values k = 1,2,..., K,
where k denotes the k-th state in the state space. Suppose the spot distri-

bution Z is known. Then
P[St(‘q) =k] = P[SEB) =k|] = ZF (5.3.5)

Also, suppose we know that on the ¢{-th day, A and B were on the same

gtate, i.e.,
PSW =k|8® =k)=1 Vk=1,2,... K (5.3.6)
This means,
PSP =k, SP =k = 0 ifk#k’
= ZF¥  ifk=k' (5.3.7)
Also note that
P[SA £ 58 | sW = B < k] =1- )K: P, (5.3.8)
TPk
Therefore,
PSA) + sB) = ZZ PIS) + 5B) s — 5 = k)
&

EP[ (A) (B) ) S(A) _ S.(B) = k). P[S("l S(B) k]

I

K

1 Ezfzpkj | (5.3.9)

k=] j=1

I

This means, M*(P) is the probability that two individuals A and B will be
in different states ‘tomorrow’ given the information that they belong to the

same state ‘today’.
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Note that the misimum value of this probability is zero. For identity
matrix I, M*(I) = 0. If individuals aiways remain in their respective states,
naturally they will not ever be in different states given that they were in
the same state at some point of time. More generally, if all the rows of the
transition matrix P consist of degenerate distributions, the measure will be
zero for the same reason.

Also note that the maximum value of this probability cannot be unity
as the minimum value of Ep?j is always greater than zero, The maximum
value of this probability occurs when all the rows of P are {%, %, ..., ).
Thus the maximum value of this probability is (1 - ;}g) which tends to unity
as J{ increases, Thus for pmpér normalisation, one should divide M*(P) by
(1- %)

We shall now provide a mobility interpretation to this measure. Such a
task is, however, difficult. Note that the proposed measure will not be a true
indicator of mobility for all transition matrices. In fact, it will not satisfy
the criteria of M or PM over quasi-maximal diagonals. As an illustration,

consider the following three quasi-maximal diagonal transition matrices,

5/6 1/6 1/6 5/6 1/2 1/2
P1 == PZ = P3 =
1/6 56 1/6 5/6 1/2. 1/2
Note that here M'(P1) = M*(P3) for any spot distribution. Therefore

M is violated. Also, M*(P2) < M*(P3), so that it is also not a satisfactory

measure of origin independence over the class of quasi-maximal diagonal

transition matrices.
In fact, if all the rows of a transition matrix P are identical, i.e., pij = p;

for all 4, 7 =1,2,...,K, then
- K
M'(P)=1-> pi; . (5.3.10)
j=1

which is a measure of entropy of the common probability distribution for the
rows of the transition matrix (Behara, 1990). Thus the proposed measure
also orders origin independent matrices in terms of the predictability in the

steady state distribution. The maximum value of the measure is obtained if

pij = ¥ for alli, j =1,2,...,K.
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To reconcile the difficulties, note that matrices like Py rarely occurs in
practice. Therefore, we shall restrict our attention to a smaller class, viz.,
maximal diagonal transition matrices (i.e., to P*). Although the class P*
is not as big as P**, it covers a large number of transition matrices that
occur in reality.? In fact, in this dissertation, all the transition matrices
obtained belong to the class P*. For example, all the diagonal elements of
the estimated transition matrices in Subsection 4.5 of Chapter 4 were close
to unity.

We now prove that A *(P) is a mobility index over P*.

Proposition 5.3.1 M'(P) is a mobility index for all P € P*.

Proof : Clearly, N and I are satisfied by M*(P). Therefore, we will
prove only M and PM.

For M, we shall prove that under the maximal diagonal assumption

Z_}il Pﬁj decreases whenever py;, 7 # k increases at the expense of pri. Let,

K
So = Zp%j (5.3.11)
-

and without loss of generality, suppose p;2 increases by an amount é. Since

the rows of P sum to unity, p;; decreases by an amount §. Also, since we

are restricting our attention to matrices with maximal diagonals only,
pi—-62pu+é (6.3.12)
Let us now define
S1 = (1 — 6)* + (12 + 6)* +ply + - +pik (5.3.13)
Subtracting Sy from 51, we obtain
S1 — So = 26(p12 + 6 — pu1) (5.3.14)

Clearly, from (5.3.12), S1 < $. A change in any off-diagonal element (at
the expense of the corresponding diagonal element) thus increases M*(:).

*For example, see Shurrucks(lg%ﬂ) and Sampson(1990). All the estimated trfa.nsitinn

matrices in those articles satisfy the maximal diagonal property.

89



For PM, consider any row of the transition matrix P, say the k-th one.

Since P is a transition matrix,

K
) pie =1 (5.3.15)
j=1

Note that (5.3.15) implies that ):;E___l pﬁj will be globally minimum when
Pki = -;13 for all j between 1 and K. Since P € P*, the only case in which
all the rows of P will be identical is the one having each row of P as

1

11
o= Cev — .3.16

Since, Zi] pﬁj will be minimum in this case, M*{P) will be maximum. W

Note that a feature of the proposed measure is that the value of M*(P)
changes as the weights Z* change. Here, in addition to the transition proba-
bililies, the existing probability distribution or the actual ‘spot’ distribution
enters into the mobility measure M*(P) as weights corresponding to differ-
ent rows of the transition matrix. Therefore, it is not possible to compare
the mobilities of two matrices P and Q unless the corresponding spot distri-
butions are also known. Further, here it is possible for the same transition
matrix P to give rise to different degrees of mobility over time as the spot
distribution may change over time.

If in (5.3.3) the ZF's are replaced by another set of fixed weights wy's,
then M*(P) will still be an indicator of mobility. Once again, the measure
can be interpreted as a weighted average of the entropies of the rows of the
transition matrix. However, if this is done, the resulting measure can o
longer be interpreted as a measure proportional to the trace of the dispersion

matrix of the conditional variance of the cell aggregates.

5.4 Empirical Findings

We now apply the proposed mobility index to rank employment fluctuation
of various subgroups of the population under consideration. As in Chapters 2
and 3, we shall consider here the same covariates viz., region, occupational
category, social and religious class of the households and age, sex and educa-
tion of the individuals. Since many of these covariates may have important
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interaction effects with agricultural season (i.e., subround), we present mo-
bility indices separately for each covariate across the four subrounds. In
order to have an idea of the extent of statistical error of the estimates, mobil-
ity indices corresponding to the subsamples are also caiculated. Tables 5.4.1
to 5.4.3 present these estimates.

Although the mobility index computed here uses the spot probability
distributions Z;, the value of the mobility index is not expected to change
much from day to day during the reference week. Therefore, we have calcu-
lated the index by using Z as the weight vector where

T
7. ] >
Z = lezt (5.4.1)

Note that if 7" is large, Z can be used as an approximation for the steady
state prﬁbabilitlies.

The empirical results presented in this chapter are supposed to reveal a
clearer picture of the nature and the extent of employment fluctuation than
what has been discussed in Chaptler 2, Since mobility across all the covari-
ates are calculated separately by subrounds, the nature of the interaction of
these covariales with agricultural seasons can be easily examined. In fact,
the results obtained suggest some interaction of household occupation and
sex with season. This is one significant improvement in our understand-
ing of the nature of employment fluctuation over the inferences drawn in
Chapter 2.

The regionwise results suggest that the Northern and the Inland Eastern
(Ineast) regions have consistently higher mobility (i.e., greater employment
fluctuations) compared to the other four regions of the State’s rural sector.
This pattern of regional variation is seen to be more or less stable over the
subrounds.

Across occupations, the fnobility of the wage dependent households are
far more than the rest of the population. Among them, it is the agricultural
labourers who are the most affected ones. The results suggest that during
the period July to September, their mobility can be as high as 0.1355, while
the indices corresponding to all other occupational groups are less than 0.03
for that period. However, note that dﬁring the period April to June, which
is the lean season, the employment fluctuations of the agricultural labourers

are less. Since the rate of unemployment is high in the lean season, this

91



means the duratzon of unemployment during the lean season is higher.

Across social groups, mobility is high for SC and ST persons -~ their
mobility being approximately double that of other Hindus for all the sub-
rounds. However, note that the mobility of the category Othgrp is also quite
high, This is because the category Othgrp contains the Neo-Buddhists who
are converted SC and ST persons. Since they are mostly poor and do not
have an adequate agset base as a protection against unemployment, they
probably sufler from frequent spells of underemployment and hence their
employment fluctuation is also high.

Across demographic categories, employment fluctuation is low for chil-
dren and old persons. This is because children and old persons mostly
remain out of labour force and rarely change their status. This is clearly
consistent with Chapter 2. In Chapter 2 we also noticed that the average
number of jumps for girl children are higher than that for boy children. The
seasonal breakup, however, reveals that mobility of girls become slightly less
in the lean season, i.e. from April to June. While the mobility of the young
boys are 0.0196 in that period, that of the girls are only 0.0096. This is
not only true for the combined gsample, but also separately true for both the
subsamples. However, in all the other seasons, employment fluctuation are
higher for girls. The seasonal breakup also provides clearer pictures of the
mobilities of adult females vis-a-vis adult males and old females vis-a-vis
old males. Employment fluctuation for women is low in Subround 2, being
only 0.0796 compared to 0.1042 for the adult males. However, in all other
subrounds, mobility of women is more, possibly because they move more
frequently in and out of labour force - the difference being more pronounced
in Subround 3. Mobility of the old persong are low. Among old persons,
however, mobility of males are more than that of females.

Across education, the seasonal break up yields the same type of results
- as has been found in Chapter 2.* Mobility of the illiterates are higher than
those who have primary education. The highly educated persons, on the
other hand, demonstrate little employment fluctuation. The measure of
mobility for them varies between 0.0212 to 0.0275 only.

Thus, the above analysis suggests that among the covariates considered,

households’ main occupational type and age and sex have some interac-

‘We have already interpreted the results in details in Chapter 2.
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Table 5.4.1: Mobility of Various Covariate Groups Separately across Sub-

rounds : Rural Maharashtra, NSSO 38-th Round, Subsample 1

Covsriates H_Cﬂl,egnrias Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) (3) (4) (5) (6)
Coastal 0.0307 (0.0336 0.0242 0.0358
Western 0.0256 0.0561 0.0487 0.0759
Region Northern 0.1360 0.0823 0.0807 0.0841
Central 0.0470 0.0738 0.0327 0.0553
Ineast 0.0894 0.G887 0.1252 3.0823
Eastern 0.0592 0.0237 0,0935 0.0574
Scllagr 0.0256 0.0332 0.0316 0.0352
Household Sellnagr 0.0290 0.0197 0.0558 0.0209
Type Agrlab 0.)134 0.105] 0.1238 0.1073
Othlab 0.0637 0.0823 0.0523 0.1076
Othoce 0.0119 0.0227 0.0276 0.0275
ST 0.0898 0.1096 0.0970 0.0954
Socini SC 0.0771 0.0908 .0813 0.0934
{iroup Othhind 0.0425 0.0432 0.0518 0.0584
Othmusm 0.0591 0.0277 0.1110 00477
Othgrp 0.0925 0.1625 0.1021 0.0824
Boychild 0.0043 0,0162 0.0053 0.0113
Girlehild 0.0190 (.0075 (.0403 0.0307
Age and Sex | Adulumale 0.0795 0.0933 0.0798 0.0866
Adultfemmnle 0.0902 0.0878 0.1106 0.1063
Oldmale 0.0438 0.0597 0.0498 0.0349
Oldfemale 0.0173 0.0263 0.0163 0.0010
HIH] 0.0771 0.0809 0.0899 0.0897
Education Primid 0.0410 0.0418 0.0451 0,0486
Highed 0.0247 0.0158 0.0188 0.0192

tions with agricultural seasons. The other covariates may not have such a

strong interaction with seasons.
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Table 5.4.2: Mobility of Various Covariate Groups Separately across Sub-

rounds : Rural Maharashtra, NSSO 38-th Round, Subsample 2
Covariates Categories Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) (3) (4) (5) (6)

Coastal 0.0126 0.0168 0.0364 0.0461
. Western 0.0464 0.0624 0.0865 0.0543
Region Northern 0.0868 0.0709 0.1003 {1.0953
Central 0.0498 0.0442 0.0779 {.0551
Ineast 0.0704 0.0937 0.1123 0.0683
Eastern 0.0533 0.1046 0.0357 {.0725
Sellagr 0.0292 0.0407 0.0390 0.0287
Houschold | Selfnagr 0,0289 0.0396 0.0411 0.0471
Type Agrlab 0.0932 0.0987 0.1451 0.1096
Othlab 0,1112 0.0920 0.0367 0.0847
Othocc 0.0180 0.0290 0.0409 0.0221
ST 0.0707 0.1110 0.1164 0.0863
Social SC 0.0490 0.0077 0.1398 0.1232
Croup Othhind 0.0495 0.0543 0.0662 0.0493
Othmusm 0.0747 0.0459 0.0668 0.0529
Othgrp 0.0520 0.0576 0.0815 0.0688
Boychild 0.0069 00174 0.0153 0.0039
Girlehild 0.0278 0.0116 0.0308 0.0322
Age and Sex | Adultmale 0.0780 0.1146 0.1069 0.0753
Adulifemale 0.0732 0.0710 0.1289 0.1007
Qldnmlﬂ 0,0342 0.0881 0.0271 0.0278
Oldfemale 0.0171 0.0151 0.0223 0.0593
it 0.0689 0.0731 0.1038 0,0848
Education Primid 0.0351 0.0567 0.0596 0.0370
Highed 0.0305 0.0245 0.0315 0.0274

The reliability of the above estimates of mobility can be verified from

the subsamples. In almost all the cases, the estimates from the combined

sample was foiind to lie in between the corresponding estimates {rom the
subsamples, thus confirming the robustness of the results. However, for
many covariate categories, the distance between the estimates were high.

This, however, somewhat weakens the results obtained.
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Table 5.4.3: Mobility of Various Covariate Groups Separately across Sub-

rounds : Rural Maharashtra, NSSO 38-th Round, Combined Sample

Covariates Categories Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) G) ) (5) (6)
Coastal 00215 0.02¢2 0.0327 0.0411
Western (.0358 0.0597 0.0699 0.0868
Region Northern 0.1112 0.0773 0.0925 0.0904
Central 0.0485 0.0582 0.0548 0.0555
Ineast 0.080} 0.0913 0.1200 0.0759
Eastern 0.0563 0.0664 0.0703 0.0650
Selfagr 0.0272 0.0368 0.0249 0.0320
Household | Selfnsgr 0.0289 0.0308 0.0478 0.0344
Type Agrieb 0.1006 0.1024 0.1355 0.1084
Othlab 0.0821 (.0882 G.0445 0.1004
Othocc 0.0182 0.0274 0.0356 0.0258
ST 0.0829 0.1163 0.1086 0.081]
Social 5C 00617 0.0940 0.1203 0.1081
Group Othhind 0.0463 0.0487 (.0591 0.05640
Othmusm 0.0696 0.0328 0.0850 0.0540
Othgrp 0.0751 0.0900 0.0932 0.0778
Boychild 0.0056 0.0169 0.0106 0.0076
Girlchild 0.0235 0,006 0.0357 0.0317
Age and Sex | Adultmale 0.0787 0.1042 0.0942 0.0812
Adultfemale 0.0819 0.0796 0.1203 0.1036
Oldmasle 0.0388 0.0760 00416 0.0323
Oldfemale 0.0176 0.0205 0.0211 0.0314
it 0.0728 00772 0.0874 0.0872
' Education Primid 0.0381 - 00494 0.0523 0.0432
Highed 0.02¢5 0.0212 0.0255 0.0232
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5.5 Conclusion

In this chapter we have proposed a measure of employment fluctuation based
on the notion of predictability of the time path of the aggregate employment.
The measure we have proposed is proportional to the trace of the disper-
gion matrix of the conditional distribution of the state aggregates and has
some 8imple probabilistic and information theoretic interpretations. It is a
weighted average of entropies of the probability distributions corresponding
to the rows of the transition matrix. Also, it is proportional to the prob-
ability that the two individuals A and B will be in different states on the
next period, given the information that they are in the same state in the
current period. We have also shown that the proposed measure can also
- be interpreted as a measure {or mobility for the class of maximal diagonal
{ransition matrices,

We have used this measure to determine the extent of employment fluc-
tuation of various subgroups of the population in rural Maharashtra. The
empirical exercise revealed that among the regions, employment fluctuates
mor¢e in the Northern, Inland Eastern and the Eastern parts of Maharaghtra.
Also, the agriculiural labourers and the SC and the ST persons suffer more
{from employment fluctuation. Those who are highly educated, on the other
hand, enjoy steady employment patterns.

Before concluding this chapter, we shall indicate some limitations of
this present study. These limitations are both theoretical and empirical in
nature. In mobility studies, we are not only concerned with movement but
also with predictability. This chapter attempted to define mobility in terms
of predictability of the cell aggregates. The measure proposed in this chapter
can be used as a mobility index only when the transstion matrices have
mazimal diagonals. Also, the criterion of PX is not satisfied by this index.

Empirically, although the ranking implied by this index mostly agrees
~ with the other methods of characterising employment fluctuation described
in Chapters 2 and 3, it has some limitations. We have calculated employment
mobility of several covariate groups separately across the subrounds. We
have not examined the effect of all of the covariates stmultaneousiy. Thus
the ‘true’ incremental contribution of the covariates have not been obtained.
Also, the measures across the subsamples indicate that the standard errors of

some of the estimates are high. Needless to mention that the high standard
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error considerably weakens the reliability of the results obtained.

Although these problems are important, generalisations in these direc-
tions are beyond the scope of this dissertation. In Chapter 6, we shall
measure employment uncertainty of various subgroups of the population in
another way, Chapter 6 examines and generalises some traditional models
which explaing the variations of unemployment rate over various subgroups
of the population. Qur method in Chapter 6 will not only provide this tra-

ditional explanation, it will also enable us to rank Lhose covariate groups

according to the extent of employment risk.
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Chapter 6

Employment Risk in Rural
India

6.1 Introduction

In the earlicr chapters we have seen that in the Indian rural sector em-
ployment fluctuates considerably even within a very briefl reference period,
Thig, in other words, suggests that the households are exposed to the risk
of unemployment. One would expect such risk to be affected by the market
conditions and also by several village and household specific factors in the
rural sector. This chapter examines the extent of fluctuation of employ-
ment and tries (o identify the socioeconomic and household specific variables
responsible for such fluctuation.

The existing literature on the empirical analysis of employment has gen-
erally ignored this problem of variation of employment risk across house-
holds. In almost all of these studies some aggregate measures of employment
i regressed on its determinants, assuming consiant variance of the distur-
bance term across observations (Bardhan, 1984; Paul, 1988). Clearly, this
amounts to assuming that the employment risk is same across cbservations.
Apparently, adequate attention has not been given to ascertain the effect of
socioeconomic as well as household apecific variables on employment risk.

Also, the empirical models for the analysis of employment rate proposed
so far are somewhat ad-hoc in the sense that they often lack a micro foun-
dation. In this chapter we shall first specify the employment behaviour of

individuals and then consider the aggregation implications of such employ-
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ment behaviour. To be precise, we shall consider the aggregation implication
of two intuitively appealing assumptions about employment behaviour, viz.,
(i) individuals’ day-to-day employments are independent and (ii) individu-
als' day-to-day employments follow independent Markov chains.

We shall show that under the above assumptions and certain intuitively
appealing specifications, the distribution of some aggregate measures of em-
ployment will follow the class of models proposed by Just and Pope(1978,
1979). In these models, the dependent variable is heteroscedastic and its
conditional variance is a function of the explanatory variables. Such models
have already been used to analyse the pattern of risk associated with the
use of various inpuls in agricultural production. We shall use these models
to test the presence of heteroscedasticity in the employment rate using the
data on employment and unemployment collected by the NSSO for the rural
parts of the state of Maharashtra in their 38-th round survey operation.

The plan of this chapter is as follows : Section 6.2 proposes a moddl
of aggregate employment rate which is derived through aggregation ol indi-
vidual employment behaviour and captures the phenomenon of employment
risk mentioned above. Section 6,3 presents the empirical results of fitting
this model to data. Finally, Section 6.4 summarises the main findings and

makes some concluding observations.

6.2 'The Model

Suppose there are n macro units in the sample. These units may be villages,
regions or states depending upon the level of aggregation considered. In this
chapter, we shall refer to these units as villages. Let there be n; individ-
uals from the i-th village of our sample, Thus, N = > ., n; denotes the
total number of indivi_duals observed in the sample. For simplicily, let us

assume that on any given date, an individual may be either employed (B) .

- or unemployed (U). This means, we are excluding the state “out of labour

force" (O) from our analytical framework.}
Suppose each individual is observed for T successive days. Since on any

given day an individual may be either employed or unemployed, we define

*Since we are trying to find out the quantitative nature and extent of employment risk,

we restrict our attention to only those who are in the labour force.
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a sel, of random variables

Xijt =1 if the j-th person of the -th village
is employed on the ¢-th day
=0 otherwise (6.2.1)

We also define a random vector

Xij = (Xij1, Xijas- .+, Xigr) (6.2.2)
which gives the record of employment status of the j-th person of the i-th
village for 1" successive days.

With diflerent specifications of the individual behaviour, different types
of models of aggregale employment rate may be obtained. Here we shall
consider the aggregation implications of twa simple and intuitively appealing
assumptions, viz., (i) individuals’ day-to-day employments are independent,
and (ii) individuals’ day-to-day employments follow independent Markov

chains.

6.2.1 The Assumption of Independence

Suppose, X;j;i's are independent across i,j and . Also, let us assume that
Xiji's are identical for fixed i and 5 (i.e., across time the probability distri-
butions of individuals remain the same). Let us denote

P[X;j; = 1} = Dij (6.2.3)

and specify pi; to be alinear function of the major individual and household

apecific variables, i.e.,
Pij = g -+ Z L Zijk (6.2.4)
k ,

where a’s are a get of parameters to be estimated from data and Z;;;'s are

- a set of individual and household specific variables,
Let us denote the proportion of days an individual is employed by

T
Xi; = = > Xiji ' (6.2.5)
s _

Clearly, according to the flow of time definition of employment X;; measures

the individual employment rate.
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Since for fixed 7 and 7, X;;'s are independent and identically distributed

(itd) Bernoulli(p;;) random variables,

— pw ] — 1
Xi; ~ N(pij, a1 7 P;)) | (6.2.6)

for large T. Note that even in this simple specification, application of ordi-
nary least squares (OLS) to a regression model which has the employment
rate f,-j as the dependent variable will not be valid as the variance of }f,-j
depends on the individual and houschold specific variables, Z;'s, in view
of (6.2.4).

The distribution (6.2.6) falls under 1the general category of models which
are specified in the context of agricultural production risk by Just and
Pope(1978, 1979). They specified agricultural production Y; to be related

to a set of independent variables V; as
Yi = g(Vi) + ch(V}) (6.2.7)

where ¢ is the disturbance term in the regression equation.

The simple specification {6.2.1)-(6.2.6) thus provides an example in
which the disturbance termn in the regression equation does not have a con- |
stant variance, Here, the extent of employment rigsk will depend on a set of
household specific variables.

Note that starting from this individual specific assumptions, we can eas-
ily find out the probability distribution of various aggregate employment
measures like village employment rate or employment rate of a partic:.u]ar
region, These measures will have similar types of distributions as in (6.2.6).
These aggregaile measures are used when data are available only at the ag-

gregate level and they play a major role in policy determination.

. 6.2.2 The Assumption of Markov Chain

" The independence of day-to-day employment of individuals is a restrictive
assumption. Therefore, we next consider a slightly more general framework.
We shall assume that the day-toe-day employment status of individuals follow
! Markov chain. The Markov chain assumption is a mnsiderszly more real-

istic one and is quite frequently adopted in studies of labour force dynamics
(David,M. and Otsuki, 1968 ; Denton, 1973).
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We assume that for fixed 7 and 7, Xi;'s follow a Markov chain, but across
i and 7, X;;;'s are independent, i.e., J?:j‘ﬁ are independent random vectors
for all 4 and j.

Let the transition matrix of the Markov chain P¥ be given by

Pl = ( Pie 1= Prs ) (6.2.8)
1 ~pdy  Pov

We also assume that for all 4 and 7, the transition matrices Pil'g are

recurrent and yield unique stationary distributions. Let 7} J be the station-

ary probability of employment of the j-th member of the i-th village. We

shall assume that these steady state probabilities are linear functions of the

covariates, 1.¢.,

mh = Bo+ > BeZijk (6.2.9)
k

where s are a new set of parameters to be estimated from data.

Note that in this specification,

Xi_f 5 ﬂ’E (6.2.10)
for large T". Thus, even for a large value of ', X;; becomes a Bernﬂulli(ﬂg)
random variable, Hence, not only does the method of OLS become invalid
in this case, the method of generalised least squares (GLS) as described in
Subsection 6.2.1 will also not be applicable for the purpose of inference as
the probability distribution is non-normal,

Now, since employment behaviour of individuals are assumed to be inde-
pendent, by the Central Limit Theorem (CLT) averages across individuals
will converge to a normal distribution . However, since the number of mem-
bers in a household is generally very small, such average employment rates
for households cannot be approximated by a normal distribution. We shall,

therefore, restrict our attention to more aggregated measures.

Let us define "

EXL., (6.2.11)

as the employment rate for the <-th wlla.ge
By CLT, we know that X; converges in distribution to a normal random

variable, i.e.,

*NN( ZWE, Z'n (1 -7%) - (6.2.12)

i i=1 J"l
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Note that since m}4's are functions of the socioeconomic and household spe-
cific variables, the probability distribution of X; will also be heteroscedastic.
Also note that the two different models in Subsection 6.2.1 and Subsec-
tion 6.2.2 yield the same type of functional forms for heteroscedasticity,
although at different levels of aggregation,

~ The above discussion thus clearly brings out the following points : (i) just
by regression on aggregate measure of employment rate (e.g., the village
level employment rate) on a set of explanatory variables will not reveal
the stochastic mechanism governing individual employment behaviour, and
(i1) the regression model referred to above will be necessarily heteroscedastic,
In fact, this element of heteroscedasticity may be interpreted as the risk
associated with the employment of individuals belonging to a specified region
and can be analysed empirically.

In this chapter, we restrict our attention only to the nature and the
extent of employment risk and examine how it changes across various covari-
ates, We do not attempt to find out the underlying stochastic mechanism
yielding such a solution.

6.3 Empirical Findings

The variables used in the empirical study are somewhat similar to those
used in Chapter 3. Once again, we club the Coastal and the Inland Western
region of Maharashtra together to form a single region and use a dummy
variable “West" to distinguish this region from the rest of the State. To
capture the phenomenon of seasonality, we use three season dummies to
distinguish Subround 2, Subround 3 and Subround 4 from Subround 1.
To capture the difference across occupational categories, another dummy
variable called “Lab" is introduced. When aggregated across individuals
in the sample village, this explanatory variable becomes the proportion of
- labour households in the village (Labpc).

Since access to an adequate asset base is likely to protect an individual
against the risk of unemployment, we bring in the amount of per-capita land
cultivated by the household as an importﬁnt covariate, Also, since quality of
land may affect the extent of employment of a household, the amount of per-

capita land irrigated is taken as another major explanatory variable. In our
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Table 6.3.1: Some Descriptive Statistics of the Variables Covered in the

Study
“> Name | Mean (A) | Variance (V) | C.V.! | Minimum | Maximum
(1) (2) (3) (4) (5) (6)

T Empvil 0.9317 0.0069 | 0.0894 | 0.5556 1.0000
West 0.4116 0.2426 1,1968 | 0.0000 1.0000

| Subrnd2 | 0.2575 0.1916 1.6996 | 0.0000 1.0000

| Subrmd3 | 0.2171 0.1703 1.9009 | 0.0000 10000
Subrnd4 | 0.2655 0.1954 1.6650 |  0.0000 1,0000
Labpe 0.4353 0.0506 0.5166 | 0.0000 10000
Landcult |  0.8479 0.4867 0.8228 |  0.0000 5.0000
Irrign 0.1124 0,0370 1,7116 | 0.0000 20341
Villsamp | 48.673 133,45 0.2373 |  1.0000 86,000

} C.V. is the Cocflicient of Variation, C.V. = (vVV/A) % 100

Villsamp represenls number of sample persons in the village

actual analysis, these variables arc measured as the village-level averages.
We denote the variables as Landcult and Irrign and they measure the per-
capita land cultivated in the village and per capita land irrigated in the
village respectively. .

Finally, it should be pointed out that many other covariates which are
likely to be important for determining employment rate of individuals (like
demographic particulars of individuals), need not be congidered in the speci-
fication of the aggregate or average employment rate function because when
averaged, these variables will have very little variation across villages, Fo-
5entisﬂly for this reason, we have nol considered these demographic variables

in the present analysis.

6.3.1 Summary Measures of the Variables

In order to get a preliminary idea about the extent and nature of varia-
tion of the village employment rates (Empvil), we present some descriptive
measures of the variables under study in Table 6.3.1.

Since in the NSSO 38-th round survey, only ten households were se-
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lected from each sample village, average employment rate for the village has
been calculated ag the average of the employment rates of all the individ-
uals belonging to these ten sample households. On an average, a typical
village employment rate was calculated as the average of employment rates
of around twenty five to thirty persons. This lack of adequate number of
observations corresponding to each village considerably limited the scope of
the present empirical investigation.

FFigure 6.3.1 presents the empirical relative frequency distribution of vil-

lage employment rates. The average village employment rate is found to
be 0.93058. However, Figure 6.3.1 also reveals that there exists consider-
able amount of variation in village employment rate. This is somewhat
surprising because it is generally believed that the Employment Guarantiee
Scheme (EGS) introduced in Maharashtra in the early 70' has considerably
removed seasonal discrepancies in rural employment in the State. Though
much of the seasonal variations ig likely to have been removed, there ox-
, ists some regional discrepancy in the EGS employment (1Szekiel and Stuyt,
1990). The villages which did not enjoy the benelits of 15G8 employment

were more prone o labour market uncertaintics (Walker and Ryan, 1990),

6.3.2 Regressions for the Level of Employment

We present the result of regression of Empvil Table 6.3.2. Although the fit
i8 poor, the interpretations of the coefficients are clear. Village employment,
rate is more or less same throughout the year. It increases by 2% in Sub-
round 4 and this change is highly significant. The regression coefficient of
the region dummy West is not significant. Thus, there seems to exist little
difference between the village level employment rates for Western and other
regions of Maharashtra. The other variables which turn out to be signifi-
cant in explaining the variations of village employment rate are Labpc and
Landcult. Thus, the villages with a greater proportion of wage dependent
~ persons, i.e., villages with a higher Labpc, are more prone to unemployment.
This result is fully consistent with thatl of Sundaram and Tendulkar(1988),
who found that one of the most important determinants of person day un-
~ employment rate (PDUR) in a region is the percentage of wage dependent
households (WDH). Also, the regression results indicate that employment
in villages with high amount of cultivable land is more since an adequate
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Table 6.3.2: Regression Results Corresponding to Empvil : Rural Maha-
rashtra, 38-th Round, Combined Sample

Explanatory | Regression | Standard | t-Value - Significance
Variables Coeflicients Error atL Percent Level
(1) (2) (3) (4) (5)
West (.0213 0.00499 2.1515 {.1385
Subrnd? -0.0206 0.0084 -2.4524 (0.1232
Subrnd3 -(0.0066 0.0015 -4.4000 0.0712
Subrnd4 0.0175 0.0002 87.5000 0.0036
Labpc -0.0784 0.0055 -15.2545 0.0208
Landcult 0.0130 0.0008 16.2500 00195
lrrign 0.0367 0.0174 2.1002 0.1409

| Constant 0.9441 0.0043 219.558] 0.0014

Number of observetions =540

it = 0,137, F = 12,039, (From1 Mean)
Residual sum=-0.27, Residual Variance=0.000
Sum of Absolute Errorg == 31,130

iluns Test ; 247 runs, 327 positive, 213 negative
Normal Siatistic = «1,0791

Coctliclent of Skewnesy = -1.2838

Coetliclent of Excess Kurtosls = 2.0337

asset base in the village protects the village population from labour market
shocks. However, the quality of this land is not found to be a significant

factor.

6.3.3 Results of Tests for Heteroscedasticity

The summary statistics related to the regression results presented in Ta-
ble 6.3.2 shows that the average of the absolute values of the residuals is
seen to be 0.0556. Considering the fact that there is little varialion in the
\?illage employment rates, this average should be considered to be rather
high. However, as the value of the normal statistic of —1.0791 suggests, the
residuals are more or less symmetrically distributed around zero,

Although the nonparametric run test seems to support the hypothesis
of normality of residuals, tests on heteroscedasticity reveal that there exists
significant differences acrogs various subgroups of population so far as em-
ployment, risk is concerned, In Table 6.3.3 we present the results of some
heteroscedasticity tests all of which point to the presence of significant het-
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Table 6.3.3: Results of Various Tests on Heteroscedasticity

Description Obtained Value | Degrees of CriLical value
Of the Test, of Chi-square Freedom | of Chi-square (5%)
(1) 2) 3) (4)
Breusch-Pagan-Godfrey 29,184 7

Glesjer 80.474 7 18.475
Harvey 58.869 T

eroscedasticity, It may be noted that here we consider only those tests of
heteroscedasticity which examine whether the variance of the disturbance
term changes with some of the explanatory variables in the regression equa-

Lion.

6.3.4 The Determinants of Heteroscedasticity

We now examine the effect of the explanatory variables on employment risk
as reflected in the heteroscedasticity of the village level employment rate.
To do 80, we estimate a regression equation which has the absolute values
of the residuals (Riskvil) as the dependent variable. All the explanatory
variables of the regression equation for the village employment rate are used
as explanatory variables for heteroscedasticity, A positive association of
any of thege explanatory variables with the absolute value'of the residual
will imply that employment rate becomes less accurately predictable as
the value of the variable increases. This means that the variance of the
disturbance term will be positively related with that variable,

For a better explanation of the absolute value of the residuals, we add
another explanatory variable, viz., Villsamp. Villsamp is the number of
sample individuals in a village. Intuitively it secems that larger the number
of persons in a sample village, the more accurate will be the prediction of
the employment rate by the explanatory variables. Hence villages with large
number of persons will have small residuals. We add the variable Villsamp
to tackle this heterogeneity duec to difference in sample size across villages.
Table 6.3.4 presents the results of the regression analysis examining the
nature of employment risk. |

From Table 6.3.4 we see that employment fluctuation in a village is

108



Table 6.3.4: Regression Results Corresponding to Riskvil : Rural Maharash-
tra, NSSO 38-th Round, Combined Sample

-

Explanatory | Regression | Standard | (-Value I Signilicance
Variables Coetlicients |  Error | 8t Percent Level
(1) (2) (3) (4) (5)
West -0.0103 00132 | -0.7803 10,2890
Subrnd? 0.0194 0,0110 1.7636 {.1640
Subrndd 0.0053 0.0003 17.6667 0.0178
Subrnd4 -0.0009 0.0068 -(J, 1324 l 0.4581
Labpc 0.0511 0.0085 601118 0.0517
Landcult -0.0079 0.0034 -2.3235 0.1294
Irrign -0.0195 0.0075 -2.6351 0.1156
Villsainp -0.0008 0.0001 -8.0000 0.0396
Constant 0.0839 0.0025 33.5600 0.0086

Number of Observationg = 540

R* -2 01588, F' == 12,531 {From Mean)

Residual Sum == «0.48, Residual Variance = 0.002
Sum of Absotule Krrory = 17.336

Runs Test : 259 Runsg, 213 positive, 327 negative
Narmal Statistic= 0.0030

Coeflicient of Skewness = 1.9585

Coeflicient of Excess Kurtosis = 5.6360

again dependent on percentage of wage dependent households in the village.
Irrigation, as is to be expected, decreases employment fluctuation. However,
its overall contribution is not significant. Employment fluctuation is found
to increase significantly in Subround 3. However, we obtained no significant
differences in employment risk across geographical regions of Maharashtra.

The absolute values of the residuals decrease slightly as the number of
samples from the village incresses. Although this difference is small, it is
significant. ‘This seems to imply that employment risk gets more evenly
spread in villages with larger population.

6.4 Conclusion

This chapter has examined the importance of employment risk theoretically
as well as empirically for the Indian rural sector. It has been shown that
when there exists substantial heterogeneity in the population, classical lin-
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ear regression models in which variations of some aggregate measures of
employment are explained in terms of other covariates may not be an ap-
propriate specification. Starting from some intuitively appealing individual
specific assumptions, we have shown here that the distribution of aggregate
employment rate will be heteroscedastic,

The empirical exercises done with the help of NSSO 38-th round data
on employment and unemployment for the rural sector of the state of Ma-
harashira clearly reveals that the level of employment is considerably more
for the households which are sel-employed with an adequate asset base like
land. Further, all the tests for heteroscedasticity rejected the assumption of
constant variance of employment rate. Among the various subgroups of the
population of Maharashtra, the labour houscholds are scen to be exposed
Lo considerably larger employment risk than othiers. The other covariates
like region, social groups etc, are scen to be less important so far as the
difference in employment, risk is concerned,

We now discuss some limitations and potential sources of genoralisations
of this model. TIfirst, it may be noted that the observed value of the de-
pendent variable, viz., the village employment rate, js always bounded by
zero and one. Under the proposed models, the estimated value of this vari-
able, however, may not obey this restriction. Imposition of a parametric
restriction to guarantee that the estimated values fall within the bounds will
make the process of estimation considerably more complex. However, this is
one potential source of generalisation that may yield some more interesting
conclusions.

Second, the model presented in this chapter has been derived under the
assumption that the day-to-day employment of individuals follow indepen-

dent, stationary and recurrent Markov chains. This assumption, though
intuitively appealing, may not be necessarily true. Ioven if it is true, conver-
gence to stationarity, once the process is disturbed from the steady state,
Iﬂay take some time. Therefore, the employment rate, calculated on the ba-
sig of information on employment status of individuals for a reference period
of seven days only, may indeed be a very crude approximation to the true
steady state probability of employment. If convergence to stationarily takes
more time, the disturbance term in the regression equation will significantly
differ from that of a normal distribution,
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IFinally, a major generalisation of the model may be made by increasing
the number of employment states. This can be done either by considering
various types of employment (like farm employment, non-farm employment
etc.) or by introducing the state ‘out of labour force’ in the model. The
resulting model will be a multivariate one. Though the estimation procedure
will be far more complex, such an analysis may help us to provide a micro-
theoretic basis for many more single cquation and simultaneous equations
studies (Dev, 1990; Unni, 1991; Shukla, 1991).
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Chapter 7
Conclusion

All the previous chapters of this dissertation together have provided a some-
what detailed discussion on the problem of employment {fluctuation. This
chapter suinmarises the main findings and discusses some limitations and
potential gencraligations of our study. Much of what we say in this chapter
hag already been discussed in the concluding sections of the preceding chap-
ters. This chapter merely puts them together to provide a more concise and
unified picture of the whole problem,

The dissertation attempts to find out methods for studying the nature
and the extent of employment fluctuation in rural India based on the avail-
able household level data on employment and unemployment. Thus, the
dissertation is partly theoretical and partly empirical in nature. It proposes
some new methods for measuring or ordering employment fluctuation and
then illustrates the use of these new analytical tools. The empirical anal-
yses presented in this dissertation are based on the household level data
on employment and unemployment for rural Maharashtra collected by the
National Sample Survey Organisation, Government of India, in their 38-th
round survey operation,

On the methodological side, we have tried to build up a consistent ana-
lytical framework. Employment fluctuation may be measured in a number
of alternative ways. Brﬁadly, there are two aspects of such a measure, viz.,
the extent of movement and the extent of predictability. In our study, we
have focussed on both of these aspects using some traditional analytical
-tools and proposing some new ones.

Chapters 2 and 3 of this dissertation are concerned with the aspect of
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movement. In these chapters, we have measured employment fluctuation
by the number of state changes committed by individuals. A preliminary
data analysis has been carried out in Chapter 2. We have examined the
empirical distribution function of the number of jumps separately for several
covariate groups and tried to identify the groups that are more affected
by this problem. Based on these findings, we have propogsed in Chapter 3

some general statistical models based on Poisson and Negative Binomial
distributions.

Chapters 4 and 35, in contrast, are concerned with predictability of ‘fu-
ture' employment patterns from the ‘present’ situation in the labour market.
The starting point in these two chapters has been an intuitively appealing
individual specific assumption, viz., employment of an individual follows a
Markov chain. From this assumption, we have derived the conditional dis-
tribution of the aggregate employment vector. The trace of the dispersion
matrix of this distribution has been interproted ag a measure of employment
mobility for a large class of transition matrices, Thus Chapters 4 and 5 to-
gether provide a new analytical tool for measuring employment fluctuation
based on the aspect of predictability.

Chapter 6 examines the phenomenon of employment predictability from
yet another angle. It focuses on the problem of predicting an aggregate
regional employment rate. Traditionally, this aggregate employment rate
i explained by regressing the rate on its determinants assuming constant.
variance of the disturbance term across observations. It is well known that
the variance of the disturbance term in a regression is intimately related
with the accuracy of the prediction of future values of the dependent vari-
able. In this dissertation, we have tried to show that under some very simple
intuitively appealing assumptions regarding individual employment behav-
lor, linear regression model will not be an appropriate specification for the
problem concerned. In fact, we have shown that in the present case, the
dependent variable will be necessarily hoteroscedastic, with its variance be-
ing a function of the explanatory variables. Since different subgroups of
the population are likely to have different variance of the disturbance term,
they will face different degrees of employment risk. Thus Chapter 6 provides
yet another way of ordering employment risk of different subgroups in the
population,
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The empirical part of this dissertation is concerned with the application
of the above methods o the 38-th round of the NSSO data on employment
and unemployment for rural Maharashtra. The methods considered yield
broadly similar results, implying consistency of the empirical findings.

Broadly speaking, our empirical results suggest that so far as employ-
ment fluctuation is concerned, the persons from wage dependent households
in rural Maharashtira are substantially more susceptible to employment fluc-
tuation compared to the rest of the population, The two measures of employ-
ment fluctuation (e.g., average number of jumps and our proposed measure
of predictabilily) are much higher for them than the resi of the population.
Thus the wage dependent households in the rural sector change states more
often and this change is more unpredictable than that for the rest of the
population. The educated persons, in contrast, experience comparatively
fewer stale changes. Also, age and measures of employment fluctuation are
found to be highly related. No significant relationship, however, is found
between the measures of employment fluctuation and the other covariates
in our study (c.g., region, social group etc.).

While these findings may be interesting, the limitations of the present
study should be borne in mind. First, the empirical research reported here
has been carried out for only one state of India, viz., Maharashtra mainly
for illustrative purpose. To establish our findings more conclusively, further
evidence from other states of India is required. Also, many other poten-
tially important questions connected with the phenomenon of employment
fluctuation have not been examined simply due to severe data conatraints.
For example, the 38-th round data on employment and unemployment col-
lected by the NSSO, which have been used in this dissertation, come from a
cross-section sample survey with a moving reference period. Although the
problem of employment fluctuation can be addressed with these data, the
span of the reference period is so short that they may not reflect the steady
state employment positions of the houscholds accurately,

We end this dissertation by pointing out some other potentially impor-
tant research areas connected with this study. We have already mentioned
these generalisations at the concluding section of the relevant chapters. Here
we shall briefly recapitulate and summarise these possible extensions,

.In Chapter 3 we have specified a Poisson regression mode] to explain the
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variation of number of ‘jumps’ of individuals. We have noted there the prob-
lems of overdispersion which is a common problem of such models. ‘To tackle
this prablem of overdispersion a negative binominl maodel hing bheen proposed
and estimated. While the statistical fit of this latter model is found to be
satisfactory, some discrepancies in the observed and the estimated values of
the probabilities of one jump and two jumps have been noted. These dis-
crepancies may occur if the fntensily parameler A changes with Lthe number
of jumps. If this be the case, the resulting process will no longer be a PPoisyon
process and a closed form solution will be more difficult to obtain. THowever,
such a process may also solve the problem of overdiapersion,

Also, in Chapter 6 we have examined the consequences of aggregation of
employment states over time and space. We have shown that under coertain
individual specific assumptions, the classical linear regression model for ex-
plaining variations in aggregate employment rate may not be valid, In that
context, we have considered two alternstive structures @ (i) independonce
and (1i) Markov chains. We have merely examined the aggregation implica-
tions of these alternative structurcs and made no altempt to estimate these

models from individual gpecific data. Such an exercise may help identify
which of these alternative structures give better results,

These generalisations, once carried out, will undoubtedly throw new
lights on the problem of employment, fluctuation. However, we leave Lhis as

an agenda for future research.
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Appendix A

The Sampling Design of the
38-th Round Survey
Operation of the NSSO

A.1 Introduction

The implications of ignoring Lhe complexity of the survey design in forming
estimales of parameters may turn oul Lo be very crucial. This appendix,
therofore, provides a short discussion on the sampling design adopted in the
38-th round survey operation of the N§SO.,

Over Lhe years, the aurvey design adopted by the NSSO has undergone
many changes.! 'T'he survey design, even now, may change from round to
raund depending upon the nature of the enquiry. Even for the same round,
the estimation procedure may be somewhat different for the rural and the
urban seclot,

A atratified two-slago sampling design was adopted in the 38-th round.
For the rural sector, consus villages were defined as the firat stage units and
households were defined aa tho second stage units, Sample villages were
sclected with probability proporiional lo size and with replacement (PP-
SWR) in the form of two independent subsamples, In each of the selected
first stage units, ten sample households were selected circu!*ur syslemati-

‘Smmh'rh;;thy mrcrﬁuy (Ié}g} for a briel history of the dtgv_ﬂlupment of the designs adopted
by the NSSQO.
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cally as vecond stage units after arranging all the households of a selected
first atage unit in a specified manner.

Altogether the survay covered about 1.2 lakh households spread over
more than 8600 sample villages and 4500 sample blocks as central sample.
[t covered the whole of India excepting (i) Ladakh and Kargil districts of
Jamnmu and Kashmir and (i) rural areas of Nagaland. The sample size
for rural Maharashtra consisted of 568 villages. The number of households
surveyed was 5388, with the total number of persons being 27756,

A.2 Survey Period and Subround Formation

The field work {or the survey started in January, 1983 and was completed
in Decomber, 1983, The entire survey period of one year was divided into
four subround periods of three months' duration coinciding approximately
with the four agricultural sessons. The subround periods were, January
to March 1083 (Subround 1), April to June 1983 (Subround 2}, July to
Septembor 1983 (Subround 3) and October Lo December 1983 (Subround 4).
Tho sample villages and blocks were distributed over the four subrounds in
a manner 8o that valid estimatea for each of the subrounds can be obtained
peparalely.

A.3 Stratification and Allocation of Samples

All the states of India woro first divided into some agroeconomic regions
which were groups of contiguous districts, broadly similar with respect to
population density and crop pattern. Within each region the basic strata
were formed so that they did not cut scross districts. Each di_'strict with
less than 1.8 million rural population, according to 1981 census, formed one
basic atratum itsell. A district with more than 1.8 million population was
divided into Lwo or more basic strata by grouping contiguous ts:hsi_ls that
are homogeneous, so far as possible, with respecl to population densif;y and
crop pattern. The basic strata thus formed served as the ultimate strata for

sampling in the rural areas,

F;'Tlm number of régni::m cﬂﬁ;idamd for Maharashtra is six. Appendix C provides a short

discussion on the definitious of theae regions.
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A total all-India sample of about 13170 first stage units was first allo-
cated to each state (union territory) in proportion to the net investigator
strength, This was further allocated to rural and urban sectors within cach
state (union territory) considering the relative size of its rural and urban
population, All state allocations were rounded of to multiples of cight to
have equal sample size in each of the four subrounds for either of the two
subsamples into which the total population was divided. The rural (ur-
ban) allocations at state level were reallocated to strata in proportion to
their rural (urban) population ensuring that the region level allocations were

multiples of eight.

A.4 Estimation Procedure

The estimation procedure adopted in the NSSO 38-th round is hased on a

weighted sum of the sample values. Let 0 be any population parametor of
interest. Denoting by 9 the unbiased estimate of ¢ (the state/region total of
any variable), it is given by

) Pﬂ I)ai Hy
0=> %" ZO”J (A.4.1)
i b

-
ny < psiCsi Nai

where

(i) the suffixes 8,1 and j stand for stratum, village and household respec-
tively;

(ii) Py and n, give the siratum values of the sclected population and num-

ber of sample villages respectively;

(iti) Ds;, Gy and pg; stand for, number of hamlet groups formed, nwunber of
census villages contained in a larger revenue village actually surveyed
and the selection population of the sample village in the order they
are named;

(iv) H,; and h,; respectively denote the total number of households listed
and the number of sample households;

(v) Ou; is the observed value of the variate of a sample household.
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The sample design described above is not self-weighting, Each sample
household represents a different number of households in the population.
Since these numbers, which are called multipliers, are different for different
households, estimates of any aggregate should be based on a weighted sum
of the samples, the weights being the multipliers.

Estimates of  for a subsample (subround) can be obtained by restricting
the summation ())) to units belonging to the concerned subsample (sub-
round). Estimates of ratios such as percentages, averages etc. should be

calculated by obtaining the unbiased estimates of the numerators and the

denominators separately and then by division.
All estimates of parameters in this dissertation have been calculated by

using the suitable multipliers as weights.

A.b Maximum Likelihood Estimation

In the NSSO sampling design for the 38 th round, each sample household
represents a different number of households in the population. Therefore,
maximum likelihood estimation of any parameter of interest, say @, should
be carried out accordingly. We elucidate the basic principle with a simple
example.

Suppose X and Y are two random variables. Let the joint probability
density function (p.d.f.}) of X and Y be f(z,y, 8). Let the weight function
be w(y) which is a function of y only. The weighted p.d.f. is given by,

(w) z. 1, 0) = w(y)f(:n,y,ﬁ?) A51
From the NSSO samples, we obtain observations on (X®), Y} from the
p.d.f (A.5.1) and draw inference on 6. |
Note that from {A.5.1) we can easily find out the marginal distribution
fx W)z, 0) of X, Here,

oy o w(z,0) fx(z,0) \
20 = =g, o) -

with the weight function

w(z,0)= [ f(u|=0)w(s)dy (A5
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Suppose we have a sample of size n from (A.5.1)

($1 y Y1 )1 (212, y2)1 IO (mlh yn)
Note that an unbiased estimate of E(X ) is given by,
E[w

Z wy) (A.5.4)

Thig method of estimation was used in Chapter 3 and Chapter 4 of this
disseriation.

A.6 Estimation of Standard Error

Irom Section A4, it is obvious that the sampling design adopted by the
NSS0 14 a complex one. Therefore, direct estimation of the standard errors
of the parameters is difficult, However, for the purpose of easy estimation
of the standard orrors of the parameters, the Hﬂl{lplﬂ was divided into some
independent roplicates of the same basic design.

Suppose the combined sample consists of r replicates or interpenetrat-
ing subsamples, Let the estimates of 0 separately from the r replicates
be given by 01,52....,9:.. Then another estimate of # combining all the
subsamples is the simple average of all these replicates, i.e,,

r .
5.': Z(I/r (A.ﬁfl)
i=1
and Var(ﬁ), denoted by Vj, can be estimated as
— 1 r
o 0' - 9 2 A+6-2

The above method of estimation of the variance of an estimator has
some obvious advantages, First, no special computer software. i8 necessary.
Second, it imposes no parametric or nonparametric estimation problem.
Third, the cross validatory splitting of the data set into 7 parts is often
recommended for data analysis.

The NSSO 38-th round central sample, consisted of two independent
subgsamples. Hence, here r reduces to two only. This meaHS,'the estimated

standard error 85 of an estimator & becomes :

85 = % | 8 - fy | .(A'-ﬁ'a)
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Although this method provides an casy way to egtimate standard error,
it has only one degree of freedom and therefore may not be always reliable
from the point of view of statistical inference. However, when the number

of sample households in each subsample is large, the estimates are unlikely

to differ much.

Let us define .
0
80
Note that here {, lollows t-distribution with only one degree of freedon.

Hence, the tests of significance of the parameters are Lo be carried out ac-

(A.6.4)

L, ==

cordingly.
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Appendix B

NSSO Activity Codes

Table B.1.1;: NSS0O (Codes for Various Activilies

Description of the Activity Category

Category Code

(1) (2)

Working with an employer under obligation but work not specifically
compensated by any wage or salary 01-04

Worked (Self-employed) in household enterprise 11
Worked as a helper in household enterprise 21
Worked as a regular salaried or wage employee 31
Worked as casual wage labour in public works 41
Worked as casual wage labour in other type of works 51
Did not work though there was work in the family enterprise 51
Did not work but had regular salaried or wage employment 71
Sought work 81
Did not seck but was available for work 82

(Table B.1.1 continued in the next page)
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(Table B.1.1 continued)

Description of the Activity Category Category Code
(1) L (2)
Attended educational institutions 91
Attended domestic duties only 92
Attended domestic duties and was also engaged in free collection of
goods, sewing, Lailoring, weaving ete. for household use 93
Too young to work or to attend school or to seck employment 94
Old and disabled 95
Rentiers, pensioners, remittance recipients etc. 96
Beggars, prostitutes cte, | 97
Others 98
Did not work due to temporary sickness (for casual labourers only) 89

i’

The activity category codes 61, 71, 82 and 99 were used only for the

current status approaches.
Persons assigned any of the activities listed under the category codes 01

to 71 were treated as ‘working’ (or employed'). Persons assigned activity
category codes 81 or 82 were treated as ‘seeking and/or available for work’
(or unemployed). The remaining persons, i.e., those who were assigned any
of the activity category codes 91 to 99 were treated as ‘not available for
work' {or not in the labour force).

The data on activity particulars of the persons were, however, tabulated

only for population of age five and above,
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Appendix C

Data Definitions

» Break-up of Various Regions : NSSO divides Maharashtra intc six

agroclimatic regions. These regions are formed with the hope that sep-

arate regionwise estimates of unemployment will provide a better and

a clearer picture of the labour market gituation in Maharashtra than

any aggregate measure comprising of the whole State. The regions

are,

1.

3.

Lo

Coastal ;: The Coastal region congists of (reater Bombay and
also the districts of Thane, Kulaba, Ratnagiri and Sindhudurg
of Mahatashtra.! This region is popularly known as the Konkan

region of Maharashtra.

. Inland Western : The Inland Western region of Maharashtra con-

sists of the districts of Ahmednagar, Pune, Satara, Sangli, Sola-

pur and Kolhapur,

Inland Northern ;: The Inland Northern part is formed with only
three districts, viz., Nasik, Dhule and Jalgaon.

Inland Central : This region of Maharashtra roughly coincides
with the Marathwada region. It consists of the districts of Au-
rangabad, Parabhani, Beed, Nanded, Usmanabad and Jalna.

Inland Eastern : This region of Maharashtra is formed with the
districts of Nagpur, Wardha, Yavatmal, Amaravati, Buldana and

Akola,

Here we use the 1983 definitions of the districts. After 1983, some of the districts of

Maharashtra were divided into smaller districts because of administrative reasons,
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6. Jiastern : This region is formed with only two districts, viz.,

Chandrapur and Bhandara.,

The Inland Eastern and The Eastern Region of Maharashtra form

a part of what is more popularly known as the Vidarbha region
of India.

o Gainful Activity : Gainful activity or work is the activity pursued
by persons for pay, profit or family gain or in other words the activity
which adds value to the national product. Normally, it is an activity
which results in production of goods and services. However, the activ-
ities in ‘agriculture’ (i.e., all activities relating to industry division 0)
in which the part or the whole of the agricultural production is used
for own congumplion and does not go for gale, are considered ‘gainful’.
Execution of household chores or social commitments etc., however,
are not considered as ‘gainful’ activities. The activities such as prosti-
tution, begging, etc, which may result in earnings are, by convention,

not considered ‘gainful’,

e« Workers (or Employed} : Persons engaged in any gainful activity
are considered ag ‘workers’ {or employed). They are the persons pur-
suing any one or more of the eight situations listed under 00-71 under

the list of activity categories.

e Seeking or Being Available for Work (or Unemployed) : Per-
sons who, owing to lack of work, had not worked but either sought
work through employment exchanges, intermediaries, friends or rela-
tives or making applications to prospective employers or express their
willingness or availability for work under the prevailing conditions

2

of work and remuneraiion®, are considered unempioyed.

¢ Labour Force : Persons categorised as ‘working' (or employed) and

categorised as ‘secking or being available for work' (or unemployed)

together constitute the labour force.

o Out of Labour Force : Persons categorised as neither ‘working’ nor

‘seeking or being available for work’ are considered to be engaged in

My italics
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non-gainful activities and categorised as ‘out of labour force'. The
persons falling under these category are students, those engaged in
domestic chores, rentiers, pensioners, those living on alms, recipients
of remittance, infirm and disabled persons, prostitutes and smugglers

etc,.

Worker (Self-employed) in Household Enterprise (Usual and
Current Activity Code 11) : Persons who are engaged in their
own farm or non-farm enterprises are defined as self-employed, the
term used to degignate their activity status. There are different kinds
of sclf-employed persons. Some may operate their enterprise without
hiring any labour. Some others may normally work on their own but
occasionally hire a few labourers. There is also a third category who,
by and large, regularly run their enterprises by hiring labour. The first
two groups of self-employed are called own account workers and the

third, employers.

Worked as Helper in the Household Enterprise (Usual and
Current Activity Code 21) : The helpers arc a category of working
persons who keep themselves engaged in houschold enterprises, work-
ing full or part time and do not receive any cash payment in return for
the work performed or any share of the family earnings from the en-
terprise. They are household members, a large number of them being
related to the household head. They are dependent members of the
household working for the family enterprise and getting food and shel-
ter like other members of the household. One may also come across
persons in a household who do not receive any cash remuneration for
their work in the household enterprise but have a share of the family
carnings out of such enterprise. Such persons are not thelpers' but
‘self-employed’. On the other hand, if any member of the household
works in the houschold enterprise for which he is paid wage/salary, he
is treated as an employee,

Worked as Regular Salaried/Wage Employees (Usual and
Current Activity Code 31) : Persons working in others' farm or
non-farm enterprises (both household and non-household) and getting,

in return, galary or wages on a regular basis {and not on the basis
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of daily or periadic renewal of work contract) are treated as regular
salaried/wage employees. This category will include not only those
getting time wage but also earners getting piece wage or salary and
paid apprentices, both full time and part time.

¢ Worked as Casual Wage Labour (Usual and Current Activity
Code 41 and 51) : Persons engaged in others’ farm or non-farm
enterprises (both household and non-household) and getting in return
wages according to the terms of the daily or periodic work contract are
treated as casual wage labour. In the rural arcas and also in Govern-
ment project sites, a type of casual labourers can be seen who normally
crigage Lhemselves in public works taken up by the Government or the
[ocal bodies {or construction of roads, digging of ponds etc. The casual
labourers doing only such activities are considered casual labour in

public works. The rest are casual wage labour in other types of work.

e Had Work in Household Enterprises but Did Not Work (Cur-
rent Activity Code 61) and Had Regular Salaried /Wage Em-
ployment but Did Not Work (Current Status Code 71) : Per-
song engaged in household farm or non-farm enterprises or working
in others' farm or non-farm enterprises as salaried/wage employees
but absenting from work only temporarily due to either sickness or
for enjoying leave or holiday or for other reasons belong to these two

categories 61 and 71 regpectively.

o Attended Domestic Duties and Was Also Engaged in Free
Collection of Goods, Sewing, Tailoring, Weaving etc. for
Household Use (Usual and Current Activity Code 93) : In the
rural areas in general and in the tribal areas in particular, domestic
work usually includes among others, a lot of work for free collection of
vegetables, roots, firewood etc. and also spinning and weaving cloth
for household use. Persons found to be spending time regularly in per-
forming the above mentioned activities along with household chores,

belong to this category.

¢ Household : A group of persons normally living together and taking
food from a common kitchen form a household. In case of hostels,
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hotels, etc., each boarder with his dependents and guests (if any) was
considered to constitute a separate household. The normally resident
members include temporary stayaways but exclude temporary visitors
or guests. If a person lives in one place and takes food from another,
then he is considered to be a resident of the place where he lives.

¢ Household Land Possessed : The area of land possessed by a
household on the date of interview is recorded in acres. It is defined

as |

Land Possessed = Land QOwned+ Land Leased In— Land Leased Out

e Household Type : Al the time of detailed enquiry for the 38-th
round survey operation, each sample household was assigned a one '
digit ‘household type’ code. Out of the following five different house-
hold type codes, the one appropriate for sample household was chosen
on the basis of the main source of income of the household for the

past 965 days prior to the date of the survey :

Household self-employed in non-agricultural occupations . 1
Agricultural labour households 2
Other labour households 3
Households self-employed in agricultural occupations 4
Other households 9

¢ Household Industry /Occupation : For each household there is a
six digited code number of which the firat three digits from the left refer
to the appropriate principal ‘Industry Group’ and the next three digits
refer to the relevant principal ‘Occupation Family' of the Industrial and
Occupational Classification respectively. FFor industry and occupation
codes, the National Industrial Clagsification (NIC, Central Statistical
Organisation, Government of India, 1962) and National Classification
of Occupations (NCO, Central Statistical Organisation, Government
of India, 1968) were used. Principal household occupation was that
occupation which brought maximum earning to the hqusehald. in the
year preceding the date of enquiry. The industry in which the_-prin_cipﬂ] S
occupation was pursued was considered as the principal industry group
of the household. R
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All houscholds, however, could not be classified by industry and occu-

pation. T'here were some non-worker households and households who
failed Lo respond to the query about their occupation.

Household Group : A one digited code number represents the group
to which a particular household belonged, viz., Scheduled Tribes (1),
Scheduled Castes (2), Neo-Buddhists (3) and others (9).

Household Religion : Like household group, a one digited code

number gives the religion followed by a household, viz., Hinduism (1),
Islam (2) etc.
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Appendix D

A Response to the Comments
of the Referees

Lhis appendix is added after veceiving the comments and criticisms of the referees
regarding the Dissertation. The referees have raised many interesting points and
specific queries. In what follows, I shall try to answer those queries, attempt to
clarily some of the problems and admit some of my errors.

‘The anonymity of the referees forces me to address them as Referee 1 and Ref-
cree 2 respectively. These names have, in fact, been given by the Ph.D. Committee
of the Indian Statistical Institute. Since this appendix attempts to respond to the
comments of hoth the referees, for any comment I have tried to indicate the name of
the referee from whom the comment origiﬂated. Also for convenience, this response

has been arranged topic-wise, rather than referee-wise.

o Lack of Fconomic Sophistication

Roleree 1 has pointed out that the Dissertation lacks economic sophistication
vis-a-vis statistical sophistication. In defense, I confess my helplessness vis-a-vis
the huge scope of the topic concerned. As is pointed out by Referee 1, this is
an "interesting and potentially important issue". And yet the fact is, very little
work has so far been done using Indien data, especially the data collected by
the National Sample Survey Organisation (NSSO). The nature of the data is such
that they need some specific treatments and even a preliminary analysis brings out -
many interesting theoretical and empirical problems. Indeed, an analysis in such
a case can not bo complete and comprehensive in one single. Ph.D. dlseertatlon
Therefore, I tried to resolve the problem by narrowing dmwn my focus to a more
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confined area.

My basic purpose was to measure employment fluctuation, This seemed to me
to be the first step for a rigorous statistical and economic analysis., Among the
desirable properties regarding measurement, I tried to concentrate on the aspect of
prediction. Since prediction is basically a statistical problem, in the Dissertation
I restricted myself on only the statistical aspect of the problem. In this context, I
readily agree that any possible extension of economic theory consistent with the em-
pirical obgervations in the Dissertation would have been a significant step forward.

Iowever, an investigation of this type along with the statistical aspects would have
needed some huge collaborative work.

e Comments on the Assumption of Markov Chain

Among the general observations, Referee 1 has questioned the justification of
the assumption of Markov chain regarding day-to-day changes in the employment
status of an individual., In this context, Referee 1 has observed that even a sketch
ol a simple behavioral model of individual labor supply along with some mechanism
of job assignment would have been of immense help,

T'he justification of the assumption of Markov chain invoking economic theory is
nol an casy task., Generally, the specification of a Markov chain is made on an ad-hoc
basis, It is based on two assumptions the validity of which is neither theoretically
nor empirically evident : (1) the transition probahilities are constant over time (i.e.,
the Markov chain is stationary); (2) the probability of moving from one state to
another is independent of past history (i.e., the Markov chain is of first-order). One
can of course relax these assumptions. However, any such relaxation leads to quite
s, complicated stochastic process where the tractability of the standard model may
be unrecoverably lost,

Often, such assumptions are made because the nature of the d&ta—set under
consicloration is such that it lends itself amenable for such specifications. Consider
a stochastic process {X;}. If Xi's can take only a few values and if independence
over Lime Lurns out to be a bad assumption, the agssumption of Markov chgin may
be considered as a starting exploration. ‘The first-order statima_,ry Markov chain
model provides an analytically tractable framework for a fruitful analysis G,f mobility.
[Towever, the ‘price’ for the nice structure is the two strong assumptions noted above.
Therefore, the decigsion regarding whether or not a Markovian &PPTﬂﬂ'Gh ﬁh‘iﬂfld b?
adopted for a particular problem is a subjective and context-dependen!: decision.

In my case, it was motivated from the corresponding ]itera,ture on mcome ﬂuc—_
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tuation. Markov chain models have been used widely for addressing the problem of
income {luctuation, Please note that even for income mobility, the specification of
a Markovian model is not without problems (Fields and Ok, 1996).

The Markovian assumption made in the dissertation is more appropriate for the
persons who do not have long time employment contracts. Thus, the model may
be a good approximation for casual laborers. It can also be a good approximation
for the housewives whose decision to join the labor force on a particular day is
independent of the distant past, On the other hand, for salaried perscjns it may
not reflect reality accurately, However, even if employment of salaried persons
clepends on distant past, the estimated transition probabilities will still be a crude
approximation of the true situation. .

o Comments on Chapter 2

Jt T Stability the Overwhelming Pattern 7

Regarding Chapter 2, Referee 1 has observed that stability rather than fluc-
tuation® seems to be the overwhelming pattern, This, however, is not true for all

population groups. Referee 1 himself has observed that the lowest frequency of zero
jumps in all the tables in Chapter 2 is 0.7851 for agricultural laborers in Table 2.4.4.
Civen the fact that these are day-to-day fuctuations, not month-to-month or year-
to-year [luckuations, the probability seems to be quite low. On the other hand,
the employment pattern for many other covariate groups, especially that for the
solf-employed, does indeed reflect stability.

4t Trends in Employment Vector : Some Possible Explanations

As roported in Table 2.3.1 of the Dissertation, the proportion of employed per-
sons for the whole population changed from 0.4572 to 0.4668 within a span of seven
days. ‘The luctuation of aggregate unemployment rate is even more prominent :
unemployment rate decreagsed from 0,0730 to 0.0611 within a span of seven days.

Later, Reforee 1 has demanded a possible explanation of the nbserve;l monotonic
day 6 and asked whether this could be due to
8, Folldwing the advice of Referee 1,
However, to the best

increase in employment from day 1 to
somo feature of the canvassing of the schedule

I again examined the schedule of enquiry that was canvassed. _
of my ability, I have not been able to trace a feature in the schedule whic‘.h. may

readily explain such pattern. .

Please note that although aggregate employment increases from day 1 to day 6,
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it undergoes a fall in day 7. Moreover, the patterns over subrounds are also het-
grogeneous, as can be seen in I igure 4.5.1 (Oha,pter 4, pp. T4) of the Dissertation.,
To bo specific, the trend in aggregate employment is absent in Subround 1, it is
moderate in Subrounds 2 and 8 and is prominent in Subround 4. If there were any
systematic error in measurement because of some features of the schedule, possibly
it would have got reflected somewhat more uniformly across the subrounds.

Of course, this does not rule out the possibility of presence of some other kinds
of non-sample biages,! like ‘recall ervor’ of individuals. The sample individuals
covered in the survey were not actually observed for seven days, only their
employment experience for the past seven days were recorded as told by them.
Idven if recall error does take place, there is no a priori reason why it should lead to
an almost monotonic increase in employment and not in the states of unemployment.
and out of iabor {orce !

ITowever, there are two possible statistical explanations. First, suppose there
exists n steady state level of employment, unemployment and out of labor force for
the population and aggregate employment vector fluctuates around that steady state
lovel. A random shock will occasionally push the employment vector away from the
stendy state and it will take some time to come back to the steady state. Possibly,
the time required will be more than a week.? An approximate idea about the time
required may be formed from the transition probabilities reported in Chapter 4.5

We may calculate the esymptotic haif-life to convergence to steady siate
uging the measure proposed by Shorrocks(1978) :

log 2 |
= D.01
" lﬂg | A9 ] ( )

The interpretation of the above measure is a3 follows : consider the ‘present’ proba-
bility vector and the steady state probability vector, Suppose the distance between
these two vectors is measured using a linear metric. Then, on an average, after A
periocs the distance between the two vectors will be half the present distance.

= P T —

}Please nolo that Lho main putpose of my examination of the day-to-day movement of aggregate

employment wag precisely to check the internal cnnsiateTmy of .the data. | |
INote thal the speed of convergence o steady state will be different for different population groups.

Since the probability of jump for the laborers Is high, it will converge to steady state quickly. However,
for some groups like sclf-employed, the adjustment will be slow. A detailed a};aminatlﬂn regarding

h agenda,
the speed of adjustment can poss bly be a patt of future regearc | |
3Please note that these transition probabilities have been used for the purpose of illustration only.

They have been calculated for the entire population without distinguishing the effects of several
the fdea on speed of convergence gleaned from them can only be approximate.

covariate groups. Thus
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The values of h {or the four subrounds are calculated as 11.
9.32 days respectively. Please note that the gaps between t;; ?E;tig;lgj;x-iialaiiﬁi
and the steady state probahility of employment for the four subrounds are 0.0091
0.0294, 0.01564 and 0.0503 respectively (Table 4.5.1, Chapter 4, pp. 72). .Thus‘
convergence Lo steady state may take a longer time, especially for Subround 4. |

This means if we observe the aggregate employment vector for a short span, we
may observe trend in the data, This trend may occur because of the slow speed of
convergence to the steady state. The observed trend may reflect only a part of the
cycle around the steady state.

Sccond, aggregate employment may itself be non-stationary. In fact, this possi-
bility has been mentioned in Chapter 4 of my Dissertation. There we have argued
that even if individual employments are stationary, aggregate employment may not
be so. However, the non-stationarity discussed in Chapter 4 comes from the vari-
ance, not from the mean,

J Tosts of Tiguality of Empirical Cumulative Distribution
Ifunctions

Referee 1 pointed out that the tests of significance of the differences among
groups in each of the Tables 2.4.2 to 2.4.7 were not carried out. This was not done
for the lollowing reason @ it was thought that the descriptive data analysis reported
in Chapter 2 would help to motivate the readers gradually towards the central
problem of the Dissertation. Therelore, I tried to keep Chapter 2 very simple and
presentec only some descriptive measuves based on moments in it. All the statistical
tests and models were presented in the later chapters.

Tlhe non-parametric teste for examining the equality of two distribution func-
tions [rom their empirical counterpart are easy to implement in Chapter 2. However,
in the analysis reported in Chapter 2, we considered only one covariate at a time.
T'his was unlikely to yield the true partial effect of each covariate in the presence
of significant interaction effect. In Chapter 3, such interactions were examined and
the tests with respect to the parameters were carried out there.

Jollowing the advice of Referee 1, we have carried out some non-parametric
tests. ‘To be specific, we have used Kolmogorov-Smironov (KS) two-sample tests.

The KS test, based on the empirical cumulative distribution functions (CDF) of
two independent samples have been

carried out here are all two-tailed
flerence in the disti'ibutions_from

two different sets of samples, examines whether
drawn from the same population. The tests
tests, These tests are sensitive to any kind of _di
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which the two samples are drawn, If the twa samples have been drawn from the
same population distribution, the cumulative distributions of both samples may be
expected to be close to each other, If, on the other hand, the two sample cumulative
cistributions are ‘too far apart’ at any point, this suggests that the samples come
from diflerent populations,

The two-sample KS test is based on the mazimum of the observed differences
of the two empirical CDF's. Let Xj, Xa,..., X, and Y1,Ys,...,Y, be two sets of
independent samples with empirical CDF F,, and £, respectively: The two-sample
KS test uses the statistic

D = Maximum | Fp,(X) - F.(}) | (DU?')

for a two-tailed test., The sampling distribution of D is known. The probabilities
associated with the occurrence of values as large as an observed D under the null
hypotliesis that the two samples have come from the same population can be calcu-
lated. When both moand n are greater than 40, a large sample approximation of a
K8 test may be used. Critical values of D for the large sample two-tailed test at 5%
and 1% level of significance are 1,36/ %E% and 1.63,/22, Note that the critical
values depend on the values of m and n. Some of these tests corresponding to the
cmpirical CDIMs reported in Chapter 2 of the Dissertation have been presented in
Table 1,11 of this response. The tests are broadly in agreement with the main
conclusions of the Dissertation, |

'he Lests do not indicate that the empirical CDEF’s are significantly differenl
across subrounds, Among six such tests, empirical CDF of jump for Subroun_d 1
turns oul to be different from that of Subround 3 and Subround 4 at 5% level of
significance. However, at the level of 1% they are found to be similar.

Among occupational categories, the K5 tests reveal that the empirical CDF's
corresponcling to Sellagr, Selfnagr and Othocc are not significantly different, These
threo calegories are, however, found to be different from Agrlab and Othlab at

1% lovel. The category LAB itself is not homogeneous - the empirical CDF's
corresponding to Agrlab and Othlab are found to be different at 1% level. |

Among Social Groups, SC and ST are found to form homogeneous groups. It is
clearly different from the catogories Othhind and Othmusm. Othhind and Othmusim
are homogeneous among themselves, FHowever, the category Othgrp is very similar
to SC and ST. This is because a significant pﬂrtmn of this other group consists of

Neo-Buddhists who are mostly converted SC’s and STs.
the categories are broadly similar. Note that this is consistent wﬁ;h

Across sex, ¢
However, agewise differences are

the findings from the Poisson regression model.
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more pronounced. Also, the empiri , :
I Also, the empirical CDFs are widely heterogeneous across edu-

cational calegories. All the three categories, fllit, Primid and Highed differ pairwise
at 1% level of significance.

# Comments on Choice Based Classifications

Referee 1 has pointed out that "to the extent occupation, whether or not to be
a wage worker, even the region of residence are matters of chojce by individuals,
some of the groups are choice based." This, however, is true only in the long run.
The data analyzed in the Dissertation was only for seven days and it is extremely
unlikely that these choices, if at all made, were made during those seven days !
[owever, I [eel that T should have stated that assumption explicitly and T thank
Reflerce 1 for raising this interesting point.

# Comments of Referee 2 on Chapter 2

On Chaptoer 2, Referee 2 has mentioned two possible sources of generalizations.
Among them, the first relates to whether the seven days employment fluctuations
used in this analysis is representative of employment fuctuations over a longer
period, A detailed study of week-to-week or even month-to-month employment
fluctuation will obviously be very interesting. However, there are several impédi-
ments, the main one being lack of such information in India. |

The NSSO surveys on employment and unemployment are basically cross-section
survoys. Itach household, included in the survey is visited only once. Thus, though
NSSO collects some information on employment of individuals pertaining to one
year (i.e., measures based on usual status), these information are available for
one period only. |

Since measuring unemployment can be extremely complicated in an agro—based
developing economy, it was felt that only the usual status measures would not
roveal all the aspects of rural Jabor market. Therefore, some measures based on
‘eurrent status’ was developed. That is why, side by side with the yearly experience,
employment experience for the current week is also recorded by the NSSO. The
weekly status of an individual is determined from these observations. Like usual
status, this information is also available for only one period. Therefore, a panel data
consisting of week to week or month to month fluctuation in employment cannot
be obtained from the NSSO surveys directly. |
one broad compensation is the information on the time qpent within

However,
accurately measure the time spent on different

the reference week. In order to
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activities, the employment experience of the individuals are recorded for each day
of the rolorence week. These are the dats that we have used in the Dissertation.
In the existing set up, the best one can do is to calculate the day-to-day transition
probabilities and project them to find out the corresponding week-to-week or month-
to-month transition probabilities.

Regarding the day-to-day employment fluctuations, Referee 2 has indicated that
oven within a week "certain day to day fluctuations are more important than others"
and that he would like to know whether each day of the week is treated similarly by
individuals, Given the nature of the data, the answer would be extremely diffcult
to find out.

L'or collection of information on employment and unemployment, NSSO adopts a
moving relerenco point. The households are not visited simultaneously. Morem;er,
the calender date on which data on a household is collected, although available
in the questionnaire, is not punched to store in computer. Hence, one source of
valuable inlormalion is lost,

'I'he second possible source of generalization in Chapter 2 is an examination of
inclividual risk vis-a~vis household risk, This is a stimulating topic which needs
further investigation. Timployment of one member of a household can possibly
hedge the risk of unemployment of other members, In this context, the assumption
ol independence of employment of individuals is a crude assumption. However, it
simplifies the model speciﬁ@tion considerably,

Ismployment fluctuation and employment risk are, however, not exactly inter-
changeable terms, although they are closely related. Employment fluctuation is an
individual-specific concept. It includes movements from or to the state ‘out of labor
force’. On the other hand, when we discuss employment risk, we restrict our atten-
ion to those who are in the Jabor force, Also, when ore relates employment risk to
she intertemporal consumption decisions, households and not individuals form the

hasic units. However, to assess the employment risk of an household correctly, the
on of employment of all the members of the household

nature and extent of fluctuat:
is to be determined accurately.

A detailed examination of employment fluctuation of individual members of the
s, thus, the first step. That s why, th_roughout the major part of the
uation and only in Chapter 6, the aspect

houscholds i |
Dissertation, we discussed employment fluct

of employment risk was briefly touched upon.

To examine the nature and the extent of emp]{jyme'n_t risk of househnlds under
such problem is unequal

this framework, several problems are to. be solved, One problem is - al
end the analysis done

awmber of members across households, For example, to ext
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in Chapters 2 and 3 of the Dissertation for households, one may calculate average
number of jumps across households. However, average jump is not an integer vari-
able. "Therefore, a simple ordinary least squares (OLS) model for average jump on
different covariate categories will perhaps be enough.

More general models of employment fluctuation across households should ide-
ally take into account the correlation structure of employment states among the
members of the household. Once again, specification of this structure is extremely
dillicult because of unequal number of members across households. Next, one should
propose an aggregate measure of employment fluctuation for households and exam-
ine its properties, Given that some of the covariates like age, sex and education
are individual specific, construction of such aggregates will also be extremely diffi-
cult. However, once such a task is accomplished, one may examine its relationship
vis-a~vig the consumption decision of a household, For such an examination, ide-
ally one necds panel data on consumption. NSSO surveys are cross-section surveys.
Although NSSO collects the data on consumption and employment for the same
sel of houscholds, such data are collected for one period only. Thus, the extent of
consumption smoothing cannot be examined using NSSO data — unless one makes
some dangerous assumptions.

Tn this context, Referee 2 has mentioned the work of Townsend(1994). Townsend
did some fundamental work on consumption smoothing in village India. He tested
the [ull insurance model using the panel data collected by the International Crop
Researcl Institute for Semi-Arid Tropics (ICRISAT). I am not familiar with this
data set and I do not know whether information on employment, income etc. are
soparately available across individuals, Therefore, I am not very sure whether same
mothods of analysis can be applied to the ICRISAT data set. |

¢ Comments on Chapter 3

# The Logit Model for Jump

Referee 1 hag observed that "Ciiven that the probability of zero jump is high, it

would have been interesting to estimate a very simple probit of the probability of

no jump". _ . | \
It ig true that here the data distinguish jump states from no jump states muc
the number of jumps between 1 and 6. However,

more sharply than they distinguish _ .
n of the reference period. The number of jumps

this is only because of the short spa
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committed by an individual would not at Jeast decrease had the reference period
been longer. Hence, the frequency of zero and one jumps could only decrease if the
reference period was longer. As a consequence, the probability of two or more jumps
would also increase at the cost of zero or one jump. In such a case, a probit or a
logit model would not be a good approximation. However, the Poisson regression
models are sufficiently flexible as they can take into account the specific nature o

this type of data, ‘

Moreover, although the data distinguish jump states from no jump states sharply,
the extent of sharpness is different for different population groups. For exam-
ple, the probability of two or more jumps is 0.1134 for agricultural laborers and
0.1043 for other laborers (Table 2.4.4, Page 38) — much higher than 0.0653, the
probability for the general population. |

A probit model which summarizes the variable ‘number of jump’ to an indicator
variable would not have taken into account the differences among more than one
jump across covariabe groups. A Poisson regression model and its subsequent gen-
eralizations which take into account this difference seems to be a more appropriate
moclel, Moreover, please note that among the different models estimated the prob-
ability of zero jump is estimated almost accurately by the negative binomial model,
the highest value of PPIg for this model being only 0.002 (Table 3.3.3, Page 58) for
Subround 1.

However, as suggested by Referee 1, we have estimated the logit model and the
restlts are presented in Table D.1.2, An empirical comparison of the performance
of o logit model with the Poisson regression model reveals some interesting features.
The logit model for jump’ versus ‘no jump' was separately estimated for the sub-
rounds. The same explanatory variables as in Poisson regression models were used.
An interesting feature of the result is that the coefficients obtained from the logit
madel are broadly similar to that of Poisson regression models. For some variables,
like LADB, the estimated coefficients are very close. The signs of the coeflicients
are also in agreement. However, the model does not fit as well as the negative
binomial model. Please note that the observed relative frequency of zero jump in
Subround 1, Subround 2, Subround 8 and Subround 4 are 0.8934, 0.8827, 0.3649

and 0.8684 respoctively (Table 2.4.3, Chapter 2, pp. 37 of the Dissertation). The

estimated relative frequencies of zero jump from the logit models for those four sub-

rounds are 0.9688, 0.9515, 0.9592 and 0.9638 respectively.- Thus, while the Poisson

moclel underestimates the probability of no jump (Figure 3.3.1, Chapter 3, pp. 56),

the Jogit model grossly overestimates it. The value of the measure PPEq, as defined

in Chapter 3 of the Dissertation, is higher for all the foulf subroundsf
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# Comments on Estimates of Standard Error

Referee 1 has questioned the reliability of the estimates of the standard errors.

calculated from the subsamples and suggested the use of large sample variance-

covariance matrix for the parameter estimates based on Cramer-Rago information
limit. Jsmpirical comparisons of these two different types of estimates have been
done by Coondoo(1975). The results are, however, mixed and do not indicate any
patiern.

Although estimates of standard errors based on only two independent and in-
terpenetrating subsamples may be somewhat inadequate, they have some definite
advantages. 1%irst, it provides a direct check on the robustness of the results which
cannot be obtained by other methods. Second, the formulae for subsample based
standard errors do not depend on the design of the survey, If the sample design
ig complicated, formulae for the estimates of standard error are also bound to be
complicated and may change if the design of the survey is changed. The established
computer puckages that deal with different types of statistical problems gener-
ally do not take this aspect into consideration. For empirical analyses based on
survey data, regearchers often use these computer packages and are forced to accept
estimates of standard errors based on formulae which ignore the sample design,

The method based on subsamples, on the other hand, provides a very easy way
of computing estimates of standard error. If the sample size in all the subsamples
are large, the resulting estimates may turn out to be reasonably accurate.

4t Comments on Use of Sample Weights

Regarding my use of sample weights (multipliers) in estimation, Referee 1 has
expressed his doubt by stating that 1t is not obvious whether weights should be used
+ this context. Iiven in the context of ordinary regression, the issue of reweighting
is highly debated (Deaton, 1994). The decision to use multipliers in this context
tlius seems Lo have remained mostly a matter of subjective choice.

4 Cormments of Referee 2 on Chapter 3

On Chapter 3, Referee 2 has observed several possibilities. I am thankful to
the reference of Gourieroux et al (1984a &

him for his comments, especially for
eudo maximum likelihood and

h), Gourieroux et al has proposed the theory of ps
applied it to a large class of models, The insights from their research may indeed
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be useful for further developments of the Poisson regression model proposed in
the Dissertation. In this context, Referee 2 has also raised some queries regarding
the possible incorporation of the houndedness of the observed number of counts
(jumps). The Poisson and the negative binomial models, theoretically, can take
values upto infinity. Therefore, the expected prababilities did not sum to one for
Negative Binomial model ag there exists some positive probability for more than six
jumps. However, the estimated tail probabilities beyond six jumps are so small that
the models may be considered as a fair approximation (See Figure 3.3.1, Chapter 3,
pp. 56 of the Dissertation). Therefore, improvement in terms of goodness of fit for
the truncated versions of Poisson and Negative Binomial models will only be very
marginal,

¢ Comments on Chapter 4

Roforeo 1 has expressed his doubt regarding the assertion of independence of Vé}
given 3:; A proof is presented below,

o nvold complex notations, we shall consider the case IC = 2. The general
proof for apy [ is similar and can be cartied out in an exactly similar manner.

Let X be a random variable which denotes the employment position of the ¢-th
individual on the t-th period (i =1,2,...,n; 1 = 1,2,...,T). For convenience, we

shall call each such period a dey. We define,

Ny = | it the 4-th individual is employed on t-th day
= 0  otherwiso ' (D.0.3)

el N: be the employment vector corresponding to the 3-th individual. Then,

Ef‘:—"(Xﬂ,Xig,.”,XiT) i=1,2,,. ., (D-0-4)
[.et us denoto . |
Y=Y X (D.0.5)
i=1 - |
and L |
7=-Y X (D.0.6)
=1

Here, ¥V and Z represent the vector of aggregate and proportion of employed

— 1 . :
persons on each day. Let us denote Y = Yoy Xy and Zp = Ly, Xy, Here,
(Y1,Y2,... Y or (41, 20y« Zr) glves us a time series.
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Lot the initial probability vector be

iy’ = (mg,1 — o) (D.0.7)

whoere mp is the initial probability of employment.
The transition matrix is given by

| .
P=( p p) (D08
l-q ¢

where p= PlXit1=1|X; =1 and ¢= FXy41 =0| X; = 0.
Also, let us assume that a unique steady-state distribution exists and is given
by
7= (7*, 1 - %) (D.0.9)
I.et 7 be the probability that the ¢-th individual will be employed on the t-th
day. Then it can be easily proved that

mo=PXy=1=r"+(p+qg-1)" (mg—7") (D.0.10)

Lot us define a seb of random variables Vi, (j = B,N; k = E, N), Vj being the
total number of persons who are in state j on day ¢ and state &k on day (t + 1),

‘'hen,
Vg + Ven + Vg + Vv =n (D.0.11)
and
Y, = Veg+ Ven
Yisi = Vep+ Ve (D.0.12)
I.J[ll} -~
V= (VEEI VEN! VNE} VNN) | (D‘Ulg)
'"hen :
¥~ Multinomial (n, mp, m (1 — ), (1~ m)(1 = @), (1 = ™)) (D.0.14)
Clearly

Y, ~ Binomial(n, M) |

Yis1 ~ Binomial (n, Top1) (D.0.15)
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PI'G'PUS“”O“ D.0.1 Let 9(Vep | Yy) and QE(VNE, Y;) are the conditional distri-
bution of Vpp and Vyp given Y,

& VTR respectively, Also, let 9Vee, VNg | Y)) be the
joint distribution of Vep and VNE given Y], Then,

IVer, Ve | 1) = g1(Vig | Vi) 92o(Vve | %) (D.0.16)

u.e., given Y, Ver and Vg are independent,

Proof : et the joint probability mass function (PMF) of V be h(V). Since,
Yy ~ Binomial (n,7;) therefore if the PMF of ¥} be denoted by %(Y:) then

Y(¥2) =" Oy (m)Y(1 — Y (D.0.17)

This means,

hVer, Yl ~ Vep, Ve, n ~ ¥, —
oV Vg | V) = VER Y~ Vip, Vg n ~ ¥, - Vig)

U(Y;)
= M0vgy(p) (1 - p)¥i-Ver
n= CVNE(l — ?)VHE*(G’)H“ﬁ“VNE (D-D'l‘?’)
Now note that
01(Vee | Y1) =" Cypy(p) eE(1 — p)¥i-Vee (D.0.19)
and

92(Vivg | Y2) ="7% Gy (1 — g) Ve, Y-V (D.0.20)

‘Therefore, o
o Ver, Ve | Y1) = a1(Vee | Y2) - g:(Vvg | ¥3) . (D.0.21)
.o, given ¥, Vi and Vyg are independent. o |

Note that Vig and Vg are not independent, This is because, if the value of %
is not; kncm;n, then Vpr and Vg both can take values between 0 and n (depending
upon the value of Y;), However, if the value of ¥; is not known, Veg and Vyg will
be negatively associated because value of one variable bounds the highest possible
value of the other. In fact,

Cov (Vg Vive) = ~nme(1 - mp(1—g) <0 (D.0.22)
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e Comments on Chapter 5

# Lack of Fconomic Motivation in the Proposed Mobility Index

Releree 1 has pointed out the lack of economic motivation or interpretation in
the proposed mobility index. Mobility indices have been widely used to address the
problem of income-fluctuation of individuals. Generally, such studies start with the
specification of a Markov chain. Income is classified into some groups. Bach such
group forms a state of the corresponding Markov chain. Accordingly, some studies
start with the specification of an intertemporal utility function and examine the
wellare implications of the different mobility structures (Dardanoni, 1993). These
atudies may not even propose an index for mobility. | However, they specify some

well defined criteria for ordering the transition matrices.

I’lease note that a major distinction of the present atudy from those on income
mobility is that in the latter case, the staies are ordered with respect to encome.
[Towever, in the case of employment mobility, a real difficulty would occur if one
tricd to order ‘unemployment’ vis-a-vis ‘out of labor force’. No universal ordering
soems to be possible because the choice will depend on individuals® reservation
wage. This is one reason why the mobility indicators which do not focus on welfare
implications offer different types of ordering from those focussing on the aspect of
wolfare (Section § of Dardanoni, 1993). The income mobility literature is still far
from being unified on how to measure mobility. Some economists believe that "this
ia due to the wide gap (with a few notable exceptions) between those who devise
measures of income mobility and those who measure mobility empirically (Fields
and Ok, 1996). Since measures of welfare were not directly relevant to our study,
we ipnored these aspects altogether. |

Iiven if one ignores the aspect of welfare, the concept of mobility ordering is
ill posed unless one systematically postulates properties which a reasonable index
of mobility should satisfy. Shorrocks(1978) considered this approach, Geweke et
al. (1986) have shown that Shorrock’s criteria fall into logically distinct categories.

Criteria within each category are mutually consistent, However, there are several

conflicts across categories. Geweke et al. tried to remove these inconsistencies

tn n continuous time framework. The moot point from Geweke et al, and from
Table 5.2.1 (Chapter 5, pp. 84) of the Dissertation (taken from Dardanoni (1993))
e mobility statistics has the minimum requirements regarded as essential.

is : nosingl ..
propriate mobility indices should be used according to the "need"

Accordingly, ap
of the specific context.
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Our study focussed on the aspect of prediction of aggregate employment position
in the ‘next’ period. Since prediction is basically a statistical problem, it can be
given soma simple statistical interpretations, However, it will be extremely difficult
to offer any ‘economic’ interpretation. I, therefore, can ornly express my helplessness.

# Lack of Test of Significance

Referee 1 has indicated that "average mobility indices of different sub-groups are
compared but without any tests of the significance of the differences". Please note
that I have not only presented the average mobility for the combined sample, but
also separately for the subsamples. The standard errors (and hence the t-ratio’s)
can be calculated using the same method adopted in the Dissertation. Following the
aclvico of Referee 1, these t-ratio’s have been calculated and presented in Table D.1.3.
The t-ratio’s display considerable variation. This somewhat weakens the results
obtained, |

o Comments on Chapter 6

Regarding the motivation for Chapter 6, I feel that some clarifications are
needed, It is not that I feel that the employment status variables X;; are inde-
pendent £n reality.* My purpose of investigation was : even if we assume such
o« simplifying assumption, can the ordinary least squares ( OLS) of aggregate
employment rate on other covariates be justified ¥ The answer obtained unam-
biguously stated that it 1s not.

In this context, Roferce 1 has pointed out several possible gencralizations. If
we relax the assumption of independence across individuals, a correlation structure
across individuals need to be specified. The basic unit of investigation then will
be a household (village) and a possible generalization will be employment across
houscholds (villages) are independent. _

Suppose, we assume that employment status of individuals in household 4 is
independent of that of individuals in household 7. Even for such a simple gener-
alization, specification of an appropriate correlation structure is difficult because
of variable number of persons in each household. Even if one solves this problem,
the household employment rate, in that case, may be sensitive to the functional
specification of the joint probability distribution.

n of the Dissertation I argued for possible lack of independence

4Tn fact, in the concluding sectio
across individuals and listed it as apntential_ future research problem.
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# The Implications of Non-stationarity on the Robustness of Re-
gression Fstimates

Referee 1 has wanted to know the exact consequence of the relaxation of the
assumption of independence across individuals and also the implications of non-
stationarity for the robustness of regressions estimates. Given the nature of the
problem, this will be an extremely difficult task.

In this context, Referee 2 has observed that the finding of similar type of em-
ployment risk across regions might have occurred because of the short span of the
reference period. This is, of course, a logical possibility. The average employment
of individuals for seven days may not reflect the true steady state employment and
can only be used as a very crude assumption. Ience, the regressions done in Chap-
ter 6 may not yield the true coefficients. However, determination of the extent of
robustness of t}}e regression coefficients in this context will be too difficult and I can

only express my helplessness,

# A Logit Model for Village Employment Rate

The dependent variable village employment rate is bounded between 0 and 1.
Since OLS does not take into account the boundedness of the dependent variable,
Referece 1 has wanted to know why a probit or a logit model had not been estimated.

Following the advice of Referee 1, a logit model was estimated for village em-
ployment rate. The estimates of logit model have been presented in Table D.1.4.
The sign of the coefficients are similar to that of the OLS model (except for Sub-
round 4), The standard errors were calculated from the subsamples, Lixcept the
constant term and LABPC, all the other t-values turn out to be low.

e The Specific Queries

# Page 10 : According to Appendix B, code 82 is excluded for classifi-
cation according to usual status

Page 4 of the "Report on the Third Quinquennial Survey of Employment and
Unemployment, Maharashtra" ( National Sample Survey Organization, Government
of India, 1988, No, 341/4) states that the activity category codes 61, 71, 82 and 99
were used only for current status approaches. Thus no individual is assigned the
code 82 as usual status. An individual will be classified as unemployed for activity
code 81 only. I thank Referee 1 for pointing out this error.
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In spite of admission of my error, I feel some further clarifications are needed.
NSS0 assigns the codes separately for usual status, weekly status and daily status.
Thus even if one falsely believes that code 82 pertains to usual status unemployment
and counts it within his measure for usual status unemployment, he will not commit
any mistake in calculations because he will not be able to trace an individual whose
usual status is 82 | |

In the Dissertation, I worked with measures based on daily status only. Since
these codes are assigned separately, the reported calculations are not affected in any
possible way.

# Page 11 : Since codes 81-71 relate to an individual not working, it

does not seem appropriate to include those codes in the definition of
working for the entire day.

As in the previous case, individuals with the codes 61 and 71 were included as
working because the NSSO definition includes them as working, Again, I quote
from the same source : "Persons assigned any one of the activities listed under the
calegory codes 0L to 71 were treated ag ‘working’ (or employed)" (Page 5).

In the Dissertation, I followed the NSSO definition. This definition was followed
for easy comparability. Such a comparison was presented in page 24 of my Disser-
tation. The slightly modified definition of employment adopted in the Dissertation
yielded an unemployment rate of 6.756% vis-a-vis 6.62% of that of NSSO in rural

Maharashtra.

# The Specific Queries Regarding Page 65 and Pages 78-79

Referee 1 has pointed out two errors on my part. I am sorry for these ervors
that remained and offer the following corrections : |
(a) On page 65, there is a notational mistake in Corollary 4.2.1. The notation
adopted in it was not defined until page 68. For correct interpretation of the corol-
lary, one should therefore use the notation adopted in Section 4.3 of the Dissertation,
(b) On pages 78-79, w must be defined as a column vector of I( elements and z as
a row vector so that P = ua' is a K x K matrix. Thus v’ = (1,1,..., 1).
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Table D.1.1 : Resulty of Kolhmogorov-Smironov Tests of

Homogenelty of Empirical Cumulative Distribution Functions

Tesgt, Critical Values

Null Hypothesis Stotistic 5% Level 1% Level
(1) (2) (3) (4)
Rogion
Coonstal == Western' 0.0483 0.0318 0.0382
Constal = Northern 0.1150 0.0348 0.0417
Coastal = Central 00485  0.0347 00416
Coastal = Inecast 0.1162 0.0343 0.0411
Conatal = Eastern 0.0679 0.,0409 0.0490
Western = Northern 0,0667 0.0272 0.0326
Western = Central 0.00567 0.0272 0,0325
Wesatern = Ineast 0.0879 0,0266 0.0318
Western == Epstern 0.0196 0.0347 0.0415
Northern = Central 0,0665 0.0305 0.0366
Northern = [neast, 0.0118 0.0300 0.0360
Northern = Iiastern 0.0471 0.0374 0.0448
Central = Inepst 0.0677 0.0300 (00359
Central = Fastern 0.0194 0.0373 30,0448
Ineast == loastern 0.0:483 0.0369 0.0442
Subround
Subroundl = Subround2  0.0107 0.0245 0.0293
Subroundl =2 Subround3  0.0285 0.0258 0.0309
Subroundi = Subroundd  0.0250 0.0246 0.0295
Subround? = Subround3d  0.0178 0.0258 0.0309
Subround? = Subroundd  (.0143 0.0245 0.0294
Subroundd = Subround4  0.0140 0.0259 0.0311
QOccupation
Selfogr = Sellnagr 0.0025 0.0338 0.0405
Selfagr == Agrlab 0.1539 0,0200 0.0240
Selfagr = Othlab 0.0069 (,0380 0.0465
Selfagr = Othoce 0.01063 0.0376 0.0451
Selfnagr = Agrlab 0.1519 0.0343 0.0411
Selfnagr = Othlab 0.0049 (,0471 0.0565
Selfmagr = Othocc 0.0183 0.0468 0.0561
Agrlab = Othlab 0.0570 0.0385 0.0461
Agrlab = Othoce 0.1702 0.0381 0,0456
Othlab = Othoce 0.1132 0,0499 0.0598

- (Contd.)

t Hlore Coastal = Western means the null hypothesis that
ressions In the subsequent rows are shnilar, The covariate

~are equal, Tho exp
Dissertation,
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Table 1D.1.1 : Reaults of Kolimogorov-Smironov Teats of
Homogeneity of Ewpirical Cumulative Distribution anctions (Concld.)

Test Critical Values -
Null Hypothesis Statistic 5% Level 1% Level
(1) (2) @) (4)
Socinl Group
ST = 8C 0.0134 0.0372 0.0448
5T = Othhind " 0.0R31 0,0262 0.0314
ST = Othimugin 0.0718 0.0478 0.0871
ST == Othgrp 0.0267  0.0412  0.0493
SC = Qthhind 0.0697 0.0307 0.0368
SC = Othmusm 0.0582 0.050:3 0.0602
SC = Othgrp 0.0150 0.0442 0.0529
Othhind = Othmuam 0.0115 0.0428 0.0512
Othhind = Othgrp 0.0681 0.0354 0.0424
Othmusm == Othgrp 0.0566 0.0533 (.0639
Ago and Sex
Boychild = Qirlehild 0.0280 0.0307 0.0368
Acultmale = Adultfemale  0,0063 0.0227 0.0273
Mdmale == Oldfenale 0.0451 0.0756 0.0006
Boychild = Adultmale 0.1554 0.0267 0,0320
Boychild = Oldmale 00671 00579  0.0604
Adultmale = Oldmale 0.0883 0.0562 0.0674
Girlehtld = Adultfemale 0.1304 0.0273 0.0327
Ctirlehild = Oldfemale 0.0060 0.0575 0.0689
Adultfemale = Oldferrale 0.1364 0.0554 0.0664
Education
INit = Primid 0.0537 0,0226 0,0271
It = Highed 0.1416  0.0489 00586
Primid = Higled 0.0879 0.0502 0.0601

llF

—

o
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Tablc Il‘.l.? t The Estimates of Logit Model] of Employment Fluctuation :
Rural Maharaghtra, NSSO 38-th Round, Clombined Sample

Coeflicients Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) (3) (4) (5)
CONSTANT -3.5730 -3.3010 ~3.0920 -3.9330
(0,043)* (0,238) (0.032) (0.082)
WEST -(0,8022 -(3,2960 -0.4049 -0,0804
(0.250) (0.003) (0,213) (0.096)
LABOUR 1.2780 0.9433 1.2950 1.3780
(0.092) (0.184) (0.002) (0.029)
SCST (1L.0820 0.3798 0.2887 0.1871
(0.190) (0.041) (0.222) (0.179)
CIHILD -2.0880 -2.3280 -1.0140 -1.9770
(0.263) (0.007) (0,233) (0.079)
QLD -0,8343 -(.6192 -1,2360 -0.9472
(0.004) (0.117) (0.202) (0.258)
FIRMALILRL 0.1202 -0,3672 0.2990 0.3358
(0.044) (0.209) (0.087) (0.117)
HIGHED -(.5383 -1,3470 -(.0828 -0,7722
(0.139) (0.158) (0.114) (0.306)
Log-likelihood -4573.77 -5062.59 -4578.89 -5086.46
Sample Size G162 6203 5032 G077

‘il

' The numbers in bracket are the estimated standard errors of the estimates,

Note « ‘The covariate ancd variable names are as in the Dissertation.
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'Table D,1.3 : t-Ratio of Mobllity of Varlous Covariate Groups Separately across Subrounds :
Rural Maharashtra, NSSO 38-tk Round.

Cﬂmriﬂ:l.t‘ﬂ

Categories Subround 1 | Subround 2 | Subround 3 | Subround 4
(1) (2) (3) (4) (5) (6)
Coastal 2.38 3.12 5.36 7.98
Western 3.44 18.95 3.70 6.19
Region Northern 4,52 13,58 9.44 16,14
Central 34.64 3.93 2,42 555.00
Ineast 8.43 36,52 18.60 10.84
Bastern 19.08 1.64 2,43 8.61
Selfagr 15,11 9.8] 9.43 9.85
Household | Selfnagr 578.00 3.08 6.50 2.63
Type Agrlal .96 32.00 12,72 04,26
Othlab 2,86 18,19 5.70 N
Othoce 5,31 8.70 5.30 9.56
ST 8,68 157.57 11.20 20,02
Social S0 4,49 27,25 4.11 7.26
Group Othhind 13,23 877 8.21 11.87
Otdhannam B.992 4.24 4.03 0.77
Otherp 3.71 1,72 9.05 11.44
Boychild 4.31 - 28.17 2.12 2.08
Girlehild 5.47 4,068 7.52 42,27
Age and Sex | Adulimale 104,93 9,78 6,90 14.37
Adultferale 9.63 9,48 13,15 37.00
Oldmnle 8.08 5,35 3,66 9.10
Oldfemale 176.00 3.66 7.03 1.08
B (it 17.76 19,79 14.01 35.50
Education Primid 12.01 8.63 7.21 7.45
Highed 0,48 1.87 4,02 5,66

Note ¢ The covarinte and variable names are as in the Dissertation.
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Table D.1.4 : The Estimates of Logit Model of Village Employment Rate :
Rural Mahavashtra, NSSO 38-th Round, Combined Sample

[

Variablesg Coeflicient | Standard Error
0 G B
CONSTANT 2.794 0.0650
WEST 0,416 (30,2025
LABPC -1.235 0.0165
SUBRND 2 -(,239 0,1010
SUBROUND 3 -0.060 0.0447
SUBROUND 4 -0.214 0,1156
LANDCULT 0.00058 0.0001

Log-likelihood = -19419,06, Sample Size = 540

Note : The covariate and variable names are as in the Dissertation.
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