A NOTE ON THE DISTRIBUTION OF D%.,~D,* AND SOME
COMPUTATIONAL ASPECTS OF D! STATISTIC AND
DISCRIMINANT FUNCTION

By C. RADHAKRISHNA RAO
Statixtical Laboratery, Caleulla

INTRODECTION

In an earlier paper (Rao, 1949) the exact distribution of D% ,~D;}%, tho
difference between D's based on (p+4) and p characters, was obtained under somo
coaditions in the form of a hypergeometric series. In this paper some approximate
forms of tho general distribution of D3, —D,? have been consideed and their use
indicated.

Somo computational procedures for the calculation of the D? siatistics and
discriminant functions havo also been illustrated.

The following notations will be used throughout.

(1) nyand ny aro the samplo sizes for the first and sccond populations.

N = nytng,¢ = npnyllngtny).

(2) The difference in the mean values of the i-th character of the two
populations is denoted by d,

(3) 4, is tho catimato based on f degroes of freedom of the covariance between
the i-th and j-th characters. If this cstimate is derived from the above two samples
oaly, then f = ny+ng—2.

(4) The atatistics® defined below will have have the following standard
notations.

Dt = IEdd,

o

T,= Dy

14T,
Uy = T =1
Waip = Tpa—T,
Tho sufixes of the statistics T,, Ug., and W, moy be dropped except when several
Matistics with different p’s and g's aro considered. Tho population values of D,!

T, is choson to correapond 1o otolling's T. In my eutlier papor {Rao, 1049), I hovo donoted tho
statistia W by the lowor caso lotler. Tho notations in capital lottors soom to be convonient.
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and D%, are denoted by
A%, = frand A%, = '+
80 that a? denotes the additional distance due to g characters
2. SoME AsPECTS o¥ TiuE DistrisvTiox or W

The joint distribution of R = 1/{14+U) ond S = 1/(14+T) as obtained in
(Ruo, 1049, p.348) is

! (%) B (—"‘.:,*" . "§’+r)ds
xemea'S2g L (‘L;‘f)‘n (/—r;v“ - %)m

For testing the null hypothesis 2=0 two statistics U and W are proposed in tho
earlier paper. Tho main advantage in using U is that it provides an exact test of
significance when nothing is known about 4. 'This is due to the fact that the distri-
bution of U when a=0 docs not contain the parameter f. The significance of an
obscrved U can bo tested by entering the quantity

F_./—p—g+l v

in thu variance ratio table with ¢ and f—p—¢+1 drgrees of freedom. TV has some
th 1 advantage over U it provides a more efficient estimato of a. The
exact distribution of W is not so simple as that of U but in large samples it follows
some known types and further the distribution tends to be independent of the para-
meter 8.

2.1 Moments of W
Tho joint distribution of R and S when a = 0 is

g1 (4) s (SR A )
H :

rl
(! p=gtl q)m

The statistic W is connected with R and § by the relation

W = (1 -R)/RS = US
E(W*) = E[{(1 ~R}R~S-)

) (o) (o) ()
@@= ) )
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—epy
x =M, (f‘*'_;.'/""_.!'_t, %‘) - (212

2.2 Large sample distribution of W
\When f is largo the expression

80 that E{\V") can bo approximately replaced by the expression (2.11) which provides

exact moments when f=0, To test tho significance of the statistic W the
statistic w= /(1 41V) can bo referred to the distribution

r(f—rtqﬂ ) r(/%l)

(1) () ()

X 4Fy ( 4 "_—”2"'—'-: H‘+;“ .w)dw (2.21)

ra

S=p~g+1 _,;
w2 (l—w) P

[

obtained earlicr in (Rao, 1949) with W in place of w.

2,2a  First approximation {o (2.21)

Using Barnes® generalization of Stirling’s approximation
log I (z4+4) = log v/2v+(z+h—}) log z—x40 (}?)
we approximate the logarithm ot (2.11) to
log T (g +:) —lgr (‘L) +tlog A+ NU=p—g+N—p+1)

or the original expression to

(J=p—g+DU—pr+h

r
2PN }‘ (
r

This shows that tho statistic

U=p=g+DU—p4D) yy
U+

can be used as x? on g degrees of freedom.
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2.2b Second approximation lo (2.21)
A second approximation is obtnined by replacing tho expression (2.11) by

(r(2+) T l—p:v+l -t
( o ) r ;
J=rtt ¢ ({=p=et!
3
which is the {-th moment of the varianco ratio statistio

= J=ptl [—p—q+! 3
F {—IH w} = (223

based on g and f—p—g+-1 degrees of greedom. Tho approximation (2.23) is slightly
better than (2.22) when ¢ is not small.

q
e

23 The exact distribution of W
The r-th term in the expansion of E(W*) obtained in section 2.1is tho product

LB ( %‘) ' @30

fv) r (f__"‘j*" 1) r (I_"f:" —1) r (&;H

r(__g) r(/—y-zm) r( "?_,’”') ?’“w—:) (a2

This is the moment function of Weatw/(1—w) where w has tho distribution

of

and

. (233)

—cﬁ'/"“’ 1 (cpl)
.-e ol

2.4 Approximate disiribution of W involving f

Using Barnes’ approximation the expression (2.32) can bo reduced to
P P

tr ('_’—,+l)
2Af+14+27) 2
{U—P—q+l)u—y+l) } (q)
r
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which is the t-th moment of the distribution

g
2 i
(5‘5) VR aw (241
— U=p—q+W/=p+1}
where T A P

Combining the expreasion (2.31) with (2.41}the distribution of W is obtained in the form
of the infinite scrics

2‘1_( ) \\'“ Z'I(‘p')alz o Wi2 gy . (242)

r=o

This is a sories involving x? distributions with the dominant term

9_
ap _ —aWey: T gy
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which corresponds to the approximation obtained in (2.22). It is easy to sce that for
any given W the probability of excceding that value according to (2.22) 1s always
smaller than that according to (2.42). This means that that the approximation (2.22)
overestimates significance. Tho magnitude of this overestimation will be greater
for higher values of f as shoull be expected. Similarly it can be shown that the
second approximation obtained in (2.23) also overestimates significanco when A370.
If the samples are large enough the effect ot non-zero § will be small.

3. Transfermation of corrclaled variables

In appendix & in {(Mahalanobis, Majuradar and Rao, 1949) the author haa given
s simplo method of constructing a set of uncorrelated variables from & mutuslly
correlated got. If 2),z,,... represent tho corvelated variables the transformation
suggested is of the type

Y=z,
Yy = ry—a,Y, we (1)
Yy = x,-a55Yg—anY,

Tho varinblea Y;,Y,.. are all uncorrclated anil they aro constructed succersively

-0no aftor the other wsing the variancen nid convarinnces of tho z's. Tho cocflicients
Gyee 8.y in Y, oro also succeasively ealculated ono after tho other, any cocflivient
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a,, depending on all a,, r<i and s<j. Using the transformation (3.1} one obtains
tho Y valuea for any given uct of z values by successivo subatitutions. It is, however,
not possible to computo any Y, dircetly from the x's without evaluating Y, for r<i.
Wold (1930) has shown that by a serics of recursive calculations the expressions for
Y’s in terms of 2's can bo obtained from the transformation (3.1). By this method,
tho expressions for Y, Yy,.. are obtained successively one after tho other. They can
bo simultancously evaluated by following the simplo dovise of sweep out an illustrated
below.

Consider the first ive equations given on pago 152 Sankhya, Vol. 9, pta. 2 & 3,
1049, Rearranging tho Y's and rep ing the etandardised characters A, kb, 6,8,
nh and nd by zy, 24, %;, 24 and 7, Tespectively theso equations may be written in the
form ot a matrix.

Tho matrix of coeflicicnts

Y, ¥, Y, Y, Yy = =z Zy z; %y L]
1 . . . . 1 . . . .
BUI- . . . . 1 . .
.2702 6052 1 . . . . 1 . .
J1788 L1443 L0976 1 1 .
.1030 1073 .2467 -.0232 1 B 1,

On sweoping out tho first five columns which can bo easily done becauso tho
matrix on the left is semi-diagonal with diagonal elements all unity we cbtain the re-
sulting matrix

Y, Y, Y, Y, ¥ = zy L] Ty Ta g
1 . . . . 1 . . .
. 1 . -.1082 1 . .
. . 1 . . -1791 -.6052 1
. 1 . -.1207 -.0950 -.0075 1 .
. . . 1 -1305 0150 -2490 .0232 1

which gives the expressions for Y's in terms of z's

An alternative method which directly yielda tho functions of 2’s is suggested
by tho following theorotical considerations. Let tho dispersion (varianco covariance)
matrix of tho variates 2,, #y....2, bo dedoted by

A A e Ay
A=l An Ay o Ay
LI NP A
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Consider tho extended matrix

An Aig A x,
An Ay A 1
A, A, Awp x,

Taking Ay, as tho first pivotal eloment replace the firat row by

1 Aa e D
An An An
Sweoping out the first coluran using tho first pivotal row we obtain the reduced
matrix
XNag e Algp 3y
Npg o A T
where Ay = A“_:\J.I A X mn— Ay E
An An
]
Now Vir) = V(g)~2 2 Cov (rr)+ ( 22 ) viry)
An Ay

1
= Ay— %IILI =\
Similarily Cov(z z,)m A,y

This shows that the reduced matrix at any stago is the dispersion matrix of the now
variables on the right hand side provided the first mntrix is the dispersion matrix of
the original varisbles. This property has been discussed by the author (Rao, 1943)
fn connexion with solution of normal equations and their intrisio propertics. Also
Cov{r,1,") m Cov(z,x)—~ :—u Vir)
113
- A=Ay =0
0 that tho now variables are all uncorrelated with tho variablo of the pivotal row,
We now consider tho sccond pivotal row

1 A L A z
An” X:' :\-::'
and obtain the furthor roduced matrix
Ayt e Ayt

/‘vll e "W' :!'

Vo thus obtain the varisbles
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with variances
P YFR WA T A

They are all mutually uncorrelated as shown above and and further z,’
depends on z,and x ant x°, on x,.z,and ronly, and so on.  Thus the transformation
is of the type considered carlier. The method of construction is illustrated below.
The correlation® matrix of the variubles xy, 7, 25, 2, 7 considered before is given in
Table 1 with an extended unit matrix.

The function for Yy, Yy, ... obtained in Table 1 are same as those derived ear-
lier to tho order of significant figures retained in the computations, Wo thus obtain
a relatively simple scheme for obtaining uncorrelated linear tunctions o1 the original
variables provided tho nunber and varinbles to be included are fixed in advance. In
tho earticr methol the transtormed variubles aro ealenlated one alter the other so that
we are free to choose the variable to be added at any stage and in any order we like.
There are a tew problems where the decision to add a new character depends on tests
to be made with help of the transformed variates up to that stage. In situations like
this only the earlier method is open to us. It is enough to compute the transformation
(3.1) in such a case since successive values of Yy, Yy, ... will be obtained, Thero is
no need to express the Y’s as functions of z only. In problems where a transtormation
of a chosen sct of corrclated variables is required the method of Table 1 is the best.

Having obtained Yy, Yy, ..., Y, directly as functions of the original variables
i we want to extend the transformation to asixth variable z, then we write

Y= 2=y Yy ~ag,Y (—0Y3—43Y3—00,Y 3
as in the carlier method. The éocflicients are determined from the equations
Cov(xeY|) = agV(Y))

Since Y, is 8 known function of the 2's it is easy to calculate Cov (x,Y,) and V(X)) is
directly available from Tablo 1. Let the new variable 2, have tho corrclatiocs
.1537, .1308, 1575, .2010 and .1139 with zy, Z,, Ty, X, and 2, respectively.
Then
Cov (7,Y,} = Cov(zyx;) = .1537
V(Y = 1, 04y = 1537
Cov (1,Y,) = Covrr,—.1982x,) = .1003
V(Y,) = 00607, a5y = .1044
Cov (2,Y,) = Cov 2,{ry—.5053r,~1701x,) = .0639
V(Y,) = .0707, ag; = 0944
Cov (7Y ,) = Covr,lr,—.0075x,~.0051x,—.1207x,) = 2433
V(Y,) = 0427, a = 2581

*The correlation maitix ia being consiered bocause the varinblee 7,, X;...» Fa have been sircedy
dardisenl the vari matrix should bo takens
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Cov (2g;) = Cov z{rs+.02202,— 2490z, 4.01542,—~.13062,) = 0032
V(Y,) = 0101, ag=.0004
Yo = 2,—.0004Y ~.2581Y —.0044Y, . 1044 Y ,—.1537Y,
V(Y) = 1 —Zaq Cov (z,z,) = 11073 = 8027

In the earlicr paper (Rao, 1949) is given a method of pivotal condensation by
which indopendont contributions to D? with the i ddition of ck 4
can bo evaluated in a simplo manner. It is also of importance to find out the discri-
minant function at, each stage. This is possiblo with the belp ot a alightly modified
computational scheme as given by Aitken (1933).  Choosing tho illustrative examplo
given in (Rao, 1949} tho scheme of computation is presented in Tablo 2.

In this tablo tho matrix in between two pivotal rows ia the reduced matrix
using tho pivotal row above it. Tho last row at each stago of reduction supplies the
D1 valuo and the corresponding dircriminant function. Theso are collected below
in Tablo 3 with a further check column.

“Tamx 3. Varvzs or D avp

Row Succcssive valussof  Discriminant function Valuo of L(x) whon x'aare
D Lix) roplaced by difforence in means
14 4.4280 4.7019z, 4.4280
23 76,7082 —11.1013r,4-31.1052x, 76.7081
32 92,3808 —4.4082x,4-31.1203z, 92,3810
—14.2141x,
41 103.2119 —3.0002x,+21.7641x, 103.2119

—18.0006x,+ 30,8573,
The second and tourth columns agreo thus providing a final check on all the calculations.

A nole on the method of pivotal condencation

The method of reducing a matrix by tho method of pivotal condensation
scoms to yicld many interesting results. Sinco tho various steps in the process can
bo calculated is & routine manner it commends itsclf as tho Ideal computational
techniquo. It is worthwhile exploring tho various ways of using this techniquo in
etatistical computations,

The simplest uso of the method of pivotal condensation iain tho evaluation
of tho valuo of tho determinant which is equal to the product of all the pivotal
clemonts,

In a number of multivariato computations theinverso of a matrix is needed.
This can bo casily dono by appending & unit matrix to the original ono and reducing
tho latter by tho method of pivotal condensation, each timeo ‘sweeping out’ all tho
othor clements in tho column i.e., all thoso above and below the pivotal clement.
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A very important use of this method is in the successivo evaluation of the
regression equations of a variable (y) on a3 x, and z,; 2,, 7, and z,; and so on,
This method is suggested by Aitken, Since the discrimi function can be ded
83 8 regression equation tho same mothod coulil bo usod. A slight modification has
beon mado to save space aud minimiso tho number of ontrics (sco Table 2). With
some practico thia mothod can bo conveniently carriod out.

A new uso of the mothod of pivotal condensation is found in Table 1 of this
articlo. The reduction of a dispersion matrix with an apponded unit matrix scoma
to yicld a semi-diagonal transformation of the oiiginal variables to an uncorrelated
sot.
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