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PART 1: MOVING AVERAGES

By ABRAHAM MATTIIAL and M. B. KANNAN
Statistical Laboratory, Caleutta

1. IxTroprcTioN
In assigning 8 moving average scheme to a given time series ¢, the main
problem ia firatly of fitting and secondly of testing the goodnesa of fit of a mode] of

the form :
T tee-ntectanen (=041, 4 2.)

For fitting such a model no direct method is yet available of estimating the para-
meters ay, ay, .... a, {rom tho given values. A general procedure of fitting, applieable
to stationary time serics, however, ia to identify the series as conforming to a parti-
cular scheme from a knowledge of the correlogram. Thisin other words means using
the samplo scrial correlation coeflicients to estimate the theoretical serial cocfficients
and hence to estimate the parameters a,, ay, ..., a .

Thus for instanco the first A sample cceficients ry, 7y, ..., 7, can be conveni-
ently uxed to estimate the theoretical coeflicier t: py, py, ..., po.  For such a fitting a
test for goodness of fit was suggested by Herninn Wold (1949). It isa x? test which
uses any number of rerial coefficients from the (h-+1)th onwards and is a test of
the largo rample type.

This Part of the paper deals with a project taken up during the Rescarch
Seminats, with the main object of exploring the suitability of Wold's test for
maving averagen, when applied to samples of small sizes. Whilc it was the aim
of this project to gain as much insight into this preblem as possible, it was also
its purpose to creato exploratory material for further «tudy. Tho plan of the
project accordingly consisted primarily in constructing artificial scries of different
lengths corresponding to different moving averago models known a priori; in
obtaining sets of serial coeflicients for the samples so constructed; and finally in
arriving at test-results ariming from tests of two kinds, namely one with the
known correlograms and the other with fitted correlograma. Three models and
two sample sizes were considered giving rise to 2100 serial cocflleients and about

500 y1-values of goodness of fit for a total of 225 samples.
The large amount of numericnl computation thus involved in this project
4 also in a similar project presented in Part 2) was rendered possible through
fu.ilitiea -of punched-card and other I lations available at the Indian
Statistical Institute. In view of the large-acalences of the numerical work, special
care waa (aken to imposo suitable checks wherever possible and it is believed that

1 cal
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MOVING AVERAGES

no systematic or other kind of error hay crept in and that tho figures presonted
in different tables in the following pages aro of relinblo accurncy.

In section 2 of this Part are given details of construction of tho sorics,
whilo section 3 deals with tests with s priori mocdels and scction 4 with Glting
of correlograms, In tho courso of tho study, certain incidental problema buch as
bins in small samples, methods of fitting correl aro also di 1

2. SELECTION OF BAMPLLY

2.0, Construction of models : Tho threo moving average schenies chosen for
the investigation aro

i = Tt e e (A)
o = 1o+ ten o (B
o = 20 eu e+ ey w {©)

Two samplo sizea have been considered, namely, 7 =35 and T =15 In
each of tho schemes A, B and C, 25 eamplea for T = 35 and 50 samplea for 7 = 13
have beon constructed. Al the eeriea wero constructed having tho 7'a normally dis-
tributed with zero mean and unit standard devintion and satisfying Elnny4y) = ©
for k = &1, %2, ...

The serics wero conetructed from Wold's random normal deviates in Tracts
for Computers No. 25, For schemo A deviates from pages 42 and 43, for schemo B
from pages 12,46 and 49, for schemo C from pnges 25 and 26 of the Tracts were used.
Theso deviates all satisfied tests of randomnesa referred toin the introduction of the
Tracts. Tho deviates conatituting each serics wero further tested for independence,
on tho basia of the first two circular correlation coefficients and tho test was found
to be satisfied without exception.

In eachscheme the first 12 serinl coeflicients havo been caleulated for the
35-items series and tho first 8 cocflicienta for the 15-itewe series, Theso coeflicients
are given in Tables 8.A.1 to 8,C.2 at the end of thia Dart.

The theoreticnl scrfal coeflicients for schemea A to C work out pespectively to
pp=05 py=p=..=0

=04 Py
P =035, p,

A= =0

0.50,py = 0.25, py m py = ... 22 0

2.1, Bias in serial cocfficients : Tho serinl coefficients colculated from our
samples however will not exactly correspond with the abovo theorctical valucs,
becauxo a considerablo clenient of bina will bo present, for small samplo sizes, Denoting
the rth serial coeflicient ns

= bkew= 3 b § bof(7-H
- ot

e-{F o) fr-nfEa-(Ze)fo-b)

= NIV
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and putting
ENY BN

B = ¥ T, = D)

tho following approximate result can bo had ;
1
E(r) = [{T—kpy— =, (T = 2R+ 2AT —2k)p + 2T —2h)py ...

2T 2000y 2T — W)+ AT =24 Dy
Froee b 2k 1P r 1 2h P H(2E—1)progy

1
HE=2prenert et P} [T =k = g (T e, + AT — k=1t + 2y )]

The bias in the different scrinl cocflicients caleulated with this formula, for
schemes A, B, and C and for both the sample sizes are also given in Tables 8.A.1 to
8.C.2. Intho testa described in the subsequent section the serial cocfficients have
been correeted for bing.  Figures 2.A.1 to 2.C.2 at theend of this Dart show the
averago correlogram, with the expected correlogram for each scheme and sample size.

3. TESTS ON CORRELOGRAMS WITI KNOWN MODELS
3.0. IWold's test : \Wold's test for moving averages is as follows. Suppose
that the given ecrics belongs to a moving average having py, ps..., for secinl co-
clficients, puyy (i=1, 2...) being zero. Then out of the obgerved serial coellicienta
Tap1s Taageres Which for large samplo size 7 would be following a known multivariate
normal distribution, ean be formed Jinear forms:
B = 3y Fophattang . (i=1,2..)

that again for Jargo 7' are distributed independently and normally with zero mean

and variance 'T.—lh—i .

Acritorid:\ for testing whether a series belongs to & moving average with
preseribed values for the coeflicients py, py...,pn and with gy, (=1, 2...) =0, is there-
fore provided by

x=Sxb =% (T-gm
1 bl
This follows a x* distribution with u degree of frecdom and permits the use of any
number n of the serial cocflicients.

Tho above x! tests were performed for all the eamples constructed, having
for bypothetical values of py, 4.0, the known thearetical serial cocflicients of tho
constructed models.

3.1, Computational aspects of fest Tho computational proceduro (Wold
1840) consints in firstly forming the dispersion matrix X ={z,} of the observed serisl
coefficients r,,,. Thisis dono by making uso of Bartlett’s (1047) formula for the
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MOVING AVERAGES

socond momonts of scrial coeflicicnts for stationary time eeries, which in the present
case reduces to

)

Cov (fyuys Fan) ~ T(T—h—u)__‘(l‘—h_-_k) _}._2 Py (I k==1,2

The next step ia to split the matrix X inte X=YY¥’ where Y is a tri-
angular matrix. Now Y-! would give Z=({z,} proviling the z, cocfficients for tho
lincar forms

Boy = minatnnato +i0,
The matrix Z could bo determined for each scheme and tho test conducted by
calculating R. and x* valucs from sample lo rample.

This procedure for testing has tho advantage of enabling the test to bo
conducted step by step including every time additional serinl cocflicients, without
requiring to have a predetermined number of cocflicients to start with.

An alternate mothod for obtaining the x! values would bo through a
process of sweep out of the dispersion matrix X along with an adjacent matrix
formed of the r,, values for any number of samples together (Rao, 1949). For
illustration, a set of calculations are reproduced below. On account of symmetry
clements of the dispersion matrix below the diagonal are omitted.

Jispersion matrix velucs (im1,2,. .5) row.sum
for choek
Samplo1  Sample 2

L2350 L2384 .17 332 Lom2 L0 — 05K .- . —.los
L2150 L2635 L2066 ek L7483 . .- oo
L3056 L2040 . . —.1328
.3438 . . —.24e2
- - —.133

Lt xy,,=- . -

1 9349 7635 5224

03 L081S L0920 . .
L1569 Lo .. .
L2742 ve ..
2ndxd,, - (:0430% o w
1 1.3643 1.7858 L.5503 . . 4.0000
L0294 L0490 M2 —-. 4034 . . —-.3822
a2 L1503 2041 . . - .5836
AL -.8523 . .. —.4288
edxl,= (0620x (403X .. .

£.1088) 137210
1 LowT 2,047 —2.lus8  —13.9211 .

0319 0508 ¥7137 .
L1181 . .
dthxy,= (.1272% (.8737 % .. .
3.9578)  21.3887)
1 1.5862  —3.087% 27.3%87 . .
L0382 —,001¢  —1.4067 . - .32
Brhxy,, = {.6610x  (1.4067xs .. .
17,3037 36.8216)
I =17.3037  —20.824¢ . . 4.0759
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TABLE J. Durntnution or x* {Id.1.}

expoctod X' schemo A echomoB  whomeC  schemoA  schemo B achome C
frequonry  upper claan PRTEE] nizo 3% »izo 35 nizo 15 nizo 13 niro 15
por cont limit
a) ) [tJ] ) [ () M 8
1 000157 3 ¢ 5 4 2 5
1 000628 0 o 0 L] o [
3 .00393 1 1 4 7 12 ]
1] L0158 7 15 18 12 13 12
10 o2 0 13 10 27 24 10
10 .18 H 25 25 33 30 a
20 A8 45 48 46 Lx] 66 49
20 1.014 83 52 o8 ™" 3 33
10 1.642 22 4 25 20 42 2
10 2,708 24 20 22 M a5 K
& 5.841 u 12 16 22 15 10
K] 5.412 13 8 8 12 N 10
1 6.035 2 7 [ 4 3 P
1 —_ 5 4 I3 29 12 38
100 250 250 223 350 350 230

TABLE 2. DISTRIDUTION oF TOTAL X

expoctod 10 d.r) (7189 (0.0.1) (5l.1.)
frequoney  uppor  schomo acheine upper schome schems  upper achemo  upper  seheme
porcont clnag cinxa A B clasy cloan ¢

limit  8ix035 aizo33 limit sizo16 sizelS  limit aied5  limit  vire 15

[{}] 4] ) (L] 5) (V) 4] (O] [} (1L }))
1 2,508 1 ] °
1 3.0 0 o L 0 °
3 3040 1 o207 2 1 ]
5 4805 4 2 283 2 [ 1
10 6179 1 2 g8 2 3 2
10 7.267 4 2 46t 3 . 2 0
20 8.342 8 5 6316 6 0 8343 3 4331 9
20 s 4 5 8383 o 9 10036 3 008 4
10 RTINS 2 0803 6 5 1za2 0 om0 2
10 18081 2 2 12017 6 6 1468 1 0.2 8
[ 18200 0 o M.00T 5 3 18010 4 10w 6
3 2am 0 2 10002 2 1 19.09 = 33 2
1 23,2 0 118415 1 0 =106 0 15080 ¢
1 - 2 [} - 1 4 — o - 1
100 % % 50 s 23 s
223



MOVING AVERAGES

TABLE 3. DIATRIBUTION ACCOMDIXG TO LAG NUMUER OF SIONITCANT X? YALUER (1(LL.).

& por cent. | pur cont.

schemo achome  acliema achon.s schoma schemo  ecliemo acheme scheme schome acheme scheme
A [} c C 3

0iz030 aizo35 i3S size 1S rize 13 #izo 13 aizo 35 izo 35 siz0 35 size )3 rire 13sizo |3

expected
froquened (123)  (L23)  (123) (25 (3B (28 (25 (W) (2 (B L8 (5
percoll:

teg no.
1 . . . .- . . .. . . . . .
2 (] 3 . [ ] . o 0 .. 0 [ N
a ° 2 - 1 a . o 1 ., n I
3 3 1 [ 8 2 0 ) ] [ H o
B 2 L] ] B 4 K 1 o [} L) 1 5
6 4 4 2 10 4 1n 1 o 1 1 H 8
7 o 1 3 10 7 15 ¢ 6 2 7 2 10
8 1 3 2 0 [ 18 1 1 | 7 5
° 1 2 5 “ . - 1 o 3 . P,
10 1 2 4 . N 0 1 2 .
1 0 1 [ . o o 2 -
12 . . 8 . e 2 .

total

frequency 12 19 28 15 20 bt -8 4 13 2% 11 37

total no,

of valuos 250 30 225 350 350 230 250 20 5 350 e 250

In this investigation the former procedure has been adopted for schemes
A and B and the latter for scheme C. The elements z;, for scheties A and B are
given in Tables 7.A and 7.B at the end.

3.2, Test results : The results of the x? test performed for the samples con-
structed are summarsed in Tables 1 and 2. Of the individual 3 values with 1
degree of freedom (Table 1) about 5 to 12 percent for sample sizo 35 and 8 to 20
percent for size 15 are scen to bo signifiennt as against an expected 5 percent,

With regard to tho sample overall y* values {Tablo 2) while the pereentages
of significant values vary between § and 12 percent for schemes A and B for Loth
the sample sizes, schemo C reveals 32 and 36 percent significant values respectively
for sizes 33 and 15.

Theso rather high percentages are not very encouraging.  But before final
conclusions are made it will be worthwhilo to make certain other observations
reganding the test results, Tnble 3 which gives the distribution of significant x,2,
values against lag numbers shows a tendeney for the frequency to inerenso with
Ing number. This is against expectation. One povsible explanation is that the
variance of R, might have been getting under-estimated and it may be that tho
varianco 1/{7'—3) requires further correction.

Another inlcresh:ng feature about the test results was that significant
values in most cases were found to occur together, giving an indication that the
independence of the x,}, values has not been fully achicved.

Another investigation made in conncction with the test is as to whetker
correction for bias is necessary or not in making tho above testa, For this pur-
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pose tests with the average correlogram with avd without correction for bias have
been wado and the results are given in Tablo 4.

TADLE 4. X" VALCES OF TESTS FUR AVEKAGE CORNKLOOKAMS
WITH AND WITHOUT BIAS

corroctod for bins nol corrected for bias
lag no. =, 2 =xi,
m @ " 5)
1
2
3
4
5
4
7
[]
9
10
u
scheno A (vize 13)
1 —_— J—
2 L8107 17.325200  17.32
3 2,2395 uR2 18,07
4 4.9315 43,2
& 84,1957 43,
8 27,5004 .1 79.51u00
7 34,475 6.27260  KS.TUIGe
8 37.1449°° 3.7778 89,5604
schome B (rize 35}
1 —_— —_ pu—
2 0000 1.8497 1.8i07
3 1.0133
4 1,808
& 0oT8
8 1.0ll8
3 003
8 3.16Mm
o AlE
1y 1.3548
n o
acliome B3 (izo 13)
1 _ —_ —_
2 B4 LAH43 14.74430¢
3 Au8Y 1.3404 2
4 14.9714%%  1d.32uxe
b5 TR
i .03
7 47870
3 73.0353°¢¢
1 —_—
2 —_—
3 —_—
4
5
3
7
X
[]
10
11
12 ab.g3wee




MOVING AVERAGES

Tabre §—conid.

(U] ) ) [$) 3

achomo C [size 13)

1 — J—
2 — —

3 — —

4 2, o

5 V. 30’ 12

L3 83,2 o1.ujuaee
7 L2508 8,350
L] 16,530 % 1813500

From the above results, obviousiy correetion for bias is an improvement.
Howover, the cffect of bins may not be so pronounced in teats with individual corrclo-
grams as it is in the above cuxo of average corrclogranis.

4. FiTring of yopels

4.0, Estimation of parameters : The problem of estimation of parametors in
time scrica schemes does not appear to have been satisfactorily solved yet.  What lies
nearcst at hand ia 1o determine the parameters, say b in number, by the condition
that tho A first cocflicients should bo the same in the theoretical as in the empirieal
correlogram. For autoregreasivo series this method was suggested by Yule in the
classical paper {1927) whero such series wero first introduced. It was pointed out by
Wold (1038) that tho parameters given by this method may require correction, for
two reasons, vis. (i} tho paramcters must fulfill a certain condition in otder to define
a genuine sutoregressive series (i) & corrcction may result in a better fit to the corre-
logram as a wholo. Turning to moving averages, the eamo method was used by
Wold (1938) in a stmly where such schemes were fimst treated systematically.  Again
it was shown by Wold that the parameters may need correction for tho same reason
a9 under (i) above. Further he pointed out thot corresponding tosn assigned cor-
relogram py, py---.fs there may exiat several, at most 2* solutions for the parameters
in tho moving average scheme.

Even in fitting a moving averago scheme to a given series by means of tho
conclogram, instend of estimnling Ay, Pa--.pa bY 71, fa. s 1a, it Will bo possiblo to
get improved estimates of tho theoretical correlogram. For instance the maximum
likelihood estimales of py, Py, ..oy Py Obtained on tho assumption that the r's follow
s multivariale normal distribution in which r,, r,. ..., 7, have expectations py, p,, ... pa
and 7, (i = 1,2, ...}, havo expectations =0, are mora accurato than the estimates
7, for p,. A discussion of thia and other methos of fitting is given in Tart 3,

In the present inveetigation, fitting of both moving average and autoregresive
modcls to some of the conateucted samples hava been attempted. To six of the
samples, (siza 35) in schewo C moving avemyo models of threo constants each have
been fitted.

Tho x? test for fit waa made by forming tho dispersion matrix in each caso
and then by tho process of sweep out described in section 3. The fit is found to bo
excellent in cach caso, as revealed by the resulting x? values reproduced in Tablo 6,
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TABLE 8. X' VALCES [N FITTIXG & THKKK CONATANTA NOTIXG AVERAGE
scurur ro seneuk C (4 smploa only)

wmplanc.2  remplono.3 samplono.4 samplono.ld  mmplono. 17 sample no. 18

lagoo X%, Ixl,  xh, X, X, Xy Ixhoxh, oI, oxh, =),

i JNB 1.AIR3 1.51R3 2300 2314 RT3 A725 0NN
. QI60 L0 2327 ahl L2700 L1434
i1} L4uss 7470 1.011s
o0y La05 (2357 21472
N3 3B L0201 14349 0NHS 22437
Naa 3,010 17321 30 u.'nl'l 040K 1.4787 .
L1007 3.8017 L0433 2 5192
O N IL] .Cll 14,4521 2.9713
'.'“.’l! 4.3138 0014 4,0||! L0017 2 H L0730

Praame

8. 0!05

4.1, Filting autoregressive achemes lo moving averages : To tho samples, size
35, constructed for schemo C, also have Leen fitted autoregressive schemes with two
constanta of the typo
T = & tabontHe-n

Different methods of cstimating the paramcters ¢ and b in such 8 schemeo
and tho appropriatencss in small eamples of the test available for testing fit, namely
Quonouille’s (1947) have been investigated in detail in Part 2 of this paper.

The method used for estimating a and & in the present case of 25 samples
of tchieme C is by least squares from equations provided by the recurrence relation-
ship.

Fytar A, =0
snd making use of all the calculated samplo serinl co-efficicnts i.e. up to 7.

The x* values resulting from Quenouillo’s test for these 25 enmples are distri-

buted as in Tablo 6.

TABLE 6. DIaTRIBUTION OF X’ IX FITTINO AN AUTOREGAESSIVE
SCHRME WITH 2 CONRTANTE TO sCiENE € (nizo 35)

axpoctol obsorved froquency
frequoncy  —————ee————
porcont  Xb (1.0} total x' {10.d.1}

1 b3 .
1 3 ..
3 1 .
L 3 -
10 ¥ .
10 Ll .
20 29 -
20 b+ .
10 15 .
10 i 2
5 10 1
3 L] 2
1 13 1
1 102 "
100 250 25
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From Tablo 6, about $8% of tho individunl X3 values and about 80% of the
total x? values are keen to ba significant at 19 level. The fit therefure, of a two-
constunts antoregressive schemo to schiemo C (a three-constants moving average) hay
not at all been good.

Apparently contradicting this finding, a moving average schemo with thirce
conatants fitted to samples belonging to an autoregressive achemo with two constants
was found to give very good fit in the investigationa in Purt 2. One has in the finst
instance to doubt whether this is duo to difference in power between Woll's and
Quenouille’s tests, Wold's test having a low power of discrimination between autore-
gressivo And moving averago rchenics.  Terlaps an alternato explanation would bo
that it will bo nlways possible to find a corrclogram of the moving average type to
align with any given correlogram of the autoregressive typo, the L.\gmcmcnt becoming
closer, tho targer tho number of constants in the moving average, whereas for o
givea corrclogram of a moving average it may not be alwaya possible to find an
aligning correlogram of the autoregressive typo.

Fig1(a)

Fig 1(m,) Fig 1(m,)

Or in other words a corrclogram of the autoregressive type which always would have
form as in Fig. 1{n} can adequately be replaced by one of a moving average having
the form in Fig. 1(m;) and vico versa, whilo o moving averago of the type in
Fig. 1{m,) may not Lo replaced by that of tho autoregresive typo having form in
1{a). Our gcliemo C hax form I{m,).
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5. SUNMARY OF CONCLUSIONS

1. Correction for bins in xerial corrclations of moving averages of short
length is desirablo.  In making ieaty on correlogram the effect of bias may not be as
much with individual correlogronia ns with average corrclograms.

2, The large sample text for moving averages when applied to small samples
reven) s considerable reduction in power.  The test, therefore connot bo expected to
give very exact results when applied to emall samples, but it can nesertheless bo used
for a rough survey of the situation,

3. Possibilities of improvement of 1ho test for application to small samples
scom to bo in the dircction of achieving botter orthogonalisntion and better estimation
of variances of the serial cocfficients.

4. The method of fitting moving averages by means of sample correlograms
is found to be satisfuctory.

5. Inthe matter of fitting corelograms, (i)Wold's tert,ns it is to be expee-
ted, scema to reveal lesser power in discrimination between autoregressive ard
moving averago types; (ii) also this discrimination appears to depend on wlether tie
correlogram of the moving averago is of the non-oscillatory type or not.
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