PART 3: THE DISCRIMINANT FUNCTION APPROACH IN
THE CLASSIFICATION OF TIME SERIES
(PART III OF STATISTICAL INFERENCE APPLIED TO
CLASSIFICATORY PROBLENS)
By C, RADHAKRISHIINA RAO
Statistical Laboratory, Calcuita

1. IxTRonUCTION

In a recent paper on a large samplo test for moving average Wold (1949)
observed that, ‘From eno point of view the above analysis is rather disappointing,
for although tho numerical differenco between tho parameters of the two achemes
(c) and (E,) is by no means ncgligible, it scems as if our test is not able to discrimi-
nate between them on the "basis of a time series with as many as a = 100 jtems,
On the other hand, however, such a conclusion would be quitein line with the
general experience in time series analysis; f.e., if quantitative results are aimed at
we must have very long serics’. This experience is not confined to time series
studics alone. The statistician faces similar problems even in controlled experi-
mental investigations whero the residual error cannot be reduced below a certain
magnitwle with the result that considerablo replication is needed to detect small
differences. Replication implics that a fresh sct of figures obtained are subject to
the same probablity laws as the old et so that the information supplied by the
new set can be added on to that of the first set. This, unfortunately, is not the case
with ‘long time series’, No single model can be expected to be applicable to tho whole
scries, Even a series of size 100 is too much to ask for jn the case of cconomic
data. Fitting of specified theoretical models must necessarily be confined to short
ecrics and this raises a number of complicated problems somo of which are con-
sidered in Parta )} and 2 of thia paper. This ecction is intonded to show that
although no statement of confidence can be made in all casea that ono scheme is
better than the other the problem admits a provisional decision and Dby this
method it may be possible to specify the nature of the model applicablo toa group
of similar time serios. This is done by comparing the likelilioods a8 in tho case of
discriminant function theory.

In this ion 8 closer tion of the large sample tests of
Quenouille (1947) and Wold {1949} has been mado and a few alterations which aro
necesanry for the application of discriminant function theory have been euggested.

The author also derived a few resulta in truncated sequential procedures which
have general application in clussificatory probleme and which wero intended to be
wved in the experimental investigation of the earlier parts of this paper. Since this
method involved heavy computations the projoct had to bo abandoned and only
the theorotical developments are considered towards tho end of this paper.
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2. TEST POR AN APRIORI MOVING AVERAGK MODEL

Consider a moving average scheme of order one with so assigned value of
Py, tho other lag correlations being zero. If the observed serice conforms by hypo-
thesis to a moviug average schemo of order one then a tost for the aignificance of the
computod correlations 7y, rs.... would indicato whether the assumption about the
onder ja correct or not. In such a test it makes little diferenco 23 to what the
true valuo of p, considered is.  For instance, Wold (1949) found no diflerence in
using p,=.50 or 483 in the test for the lag correlationa ry, ... arising out of
Beveridge's wheat prico index (1770-1869); in fact the smaller value of p, gave higher
probablities although on the basia of the observed ry the value py=.50 appearcd
better than .489. A proper test for & moving average scheme with an assigned Py
ahould therd take into account all the computed corrclations. Lot us examine such
o test ny oconsidering the fist five correlations of wheat price indox series, The
dizpersion matrix of the observed correlations in terms of p, is

1-8p de' _ 2p—2p0

P 2
=1 Vinl){n—2) V(TTI')I(n—a) °
14292 20 I 0
n—2 V(n=2){n—8) V(n—2)(n—3)
1+20° 2 ot
n—3 V(n—3)(n—4) (rn—=3)(n—5)

where all the terma below the diagonal are omitted because of symmetry, To
this matrix is appended the column r,—p,, g, 7y.... and the columns are swept out
as indicated by Rao (1949, 1950 b) and as followed in Parts 1 and 2 of this paper.
Using only the first six observed correlations of the wheat prices the following
x¥'» have been obtained for p,=.500 and .489

Py= 000 Pim . 489
3 xt X' x =x
1 2.87 2.87 3.02 3.02
2 1.38 4.32 2.14 5.16
3 1.70 6.02 118 6.34
. 1.71 1.1 13 7.07
5 2.20 .93 84 7.71
[ 3.00  12.93 .64 8.38

Judged by the x* valucs alone both values of p, appear admissible although
the smaller valuo of p, gives a botter fit to the corrclogram as & whole, To examine
this point further we may calculate the likelihood of p, for both the values. Con-
sidering only first six values of r, the Jikelihood of p, is

1
Lip\|r} = .¢
il |
whero Sx? is same as that obtained nbove and JA|, the determinant of the disper-.
wion matrix, is the product of the aix pivotal clements obtained in sweeping out A

—ixt

258



STATISTICAL INFERENCE APPLIED TO CLASSIFICATORY PROBLEMS

to arrive at x values. Instead of likelihood the values of log likelihood are calculated,
log 1{.500]r) = —} log (.042000)—§ (12.93).(log,¢¢)

= 7.833001—-2.807685 = 4.526309
and log L{.480]r) = —}] log (.0"3821)—}.{8.85)(log, )

= 7.208311—1.813161 = 5.825750
The value of p,=.489 has higher likelihood s0 that out of the two alternatives a
provisional decision can bo made in favour of 480, To determine whetlier ons
likelihood is significantly higher or lower than tho other s few more complicated
computations are necessary; the appropriste formulae are given in an appendix at
the end of tho article,

By this mcthod two valuea R, and R, aro calculated and when the likelihood
ratio excceda R, the decinion is in favour of tho hypothesis corresponding to tho
numerator in the ratio and when it falls below R, the decision is in favour of the
other, while no decisive answer can bo given when the likelihoad ratio lies between
R, and Ry. A provisional answer is to chooso tho hypothesis with a higher
likelihood. The position has been fully explained by Rao (1950a). No Apriori
probabilities of the hypotheses are assumed in such an analysia.

The method described above is applicable in testing goodness of fit of any
apriorily easigned moving average model. The dispersion matrix of the observed
correlations is obtained first by using Bartlett’s formula and the deviations r,—p,,
rg—py. --» Where r's are the observed and p’s the assigned lag correlations, are appen-
ded to the dispersion matrix which is swept out to yield successive x? values.

In deciding between two alternatives a provisional decision can be mede in
favour of the alternative having a higher likelihood which s obtained as a by-
product in the above computations. In Lhe case of time serics analysis one is tempted
to use a sequential decision function in deciding alternativea using an exira lag
correlation cach time till a decision is reached. This needs o successive evalua.
tion of log likelihood differcnces which can be casily obtained in the above case.
The successive products of pivotal elements give the successive delerminants appli-
cablo to the cumulated x2.

log 1P ]7) differonce
PmE0D P50

-

3.000205  2,087672  0.102303
3418854 8.210n03
3.TRIT40 3.676027
4.177038  4.238068
4.427651  4.818006
4.526309 6203750

amaun—

Using Whald's limits the successive evaluations have to be carried out til] tho
difference exceeds log (1—f)/z in which cnso the first altemative ja accepted or falls
below log fj(1 —a) in which caso the second alternativois accepted. Ifno decinion ia
reached up to somo atage tho process is truncated and the allernative with the higl.er
likelihood ia accepted. Tho values of & and f correxpond to the Jovels of significance
for the two hypotheses and can bo chosen to bo 69 ench.
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In tho above examplo
log (1—8)/z = 1.278754 and log Bf(1—a) = T.721233

and all the differences lio between theso two limits so that no decision is possiblo
with only aix corrclations. 1f wo chooto to truncate tho test at this stago the
chances aro In favour of the second alternativo with py=.480

Two objections can bo raised against this lest. Firstly the corrclations are
not all independont 8o that a proof is needed to show that the ecquential procedure
terminates. Secondly the scquential proceduro cannot be continued indefinitely
because there is an upper linit to the number of serisl correlations. Tho sccond
objection needs some attention and & ful solution to this will answer the firet
objection as well. This is attempted in section 6.

8. TEST FOR A FITTED MOVING AVERAOE MODIL

Ono method used by Wold in fitting & moving average model is to estimate
P1, Paoves P from 1y, 74.e., 7, and test for the aignificance of the remnining lag correla-
tions £y, fuggeeeee  From the point of view of estimation thia is not, however, the
best method. An illustration is given below by choosing the example of the previous
scction, the method being generally applicable to moving average models of any
order. It im necessary first to guess the value of p,, {and moro valucs if the order
is greater than one) and scb up the dispersion matrix with the appended column
£3=P1, Ty T3 The matrix is swept out using the leading clement as’ the pivot
(the italicized elements) each time.

dispersion matrix elements multiplicd by 10 r '

050505 076143 028511 [ [ [ 0 1
153002 .102670  .0267T4 0 0 000 0

151039 (103620 020043 0 — .15 0

J156260 104713 020317 — 118 0

137694 .105820 — 006 0

BTN 003 0

We obtain:

1 1.607030 505120 12,1572 19.800
038266 064108 025174 - 83360 =~ 1.50703
41781 103020 026043 — 4UGLE — 505118
J66250 104713 020317 — 115 [
1167393 103820 = 000 v
.159575 003 0
1 1.675320  ,679640 —21.8380  —39.3050
036349 000450 026043 03391 2.02083
.138800 ol 026317 44789 LoIsee
157895 L103H20 —  .00d °
180576 1003 0
1 1760870 758190 27.1880  53.827D
032506 063885 .020317 — 1.10569 — 2.3ducd
J138140 .105820 — (71408 — 1.53203
B 160578 .003 0
1 1811360 .BODG0O =30.7837 —78.1301
JO3NST L0381 143103 3.05037
129209 LTI 2odet
1 1846600 48.1020  07.5123
030887 — L7033 — 361314
1 ~35.3660 —110.073
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Esch pivotal row and its reduced form obtained by dividing sli its elemente by the
pivotal element mpplies threo quantitica

A product of elements in the column forr,
B product of clements in the column for p,

€ sum of croes products in theso two colunine, which in the above

caag are
A B a
1.4613 10.8000 249044
18.2308 59.3983 C3. 8487

23,2017 1185088 109.8104
43.0923 198.56741 180.907S
60.0500 290.3988 283.1004

04,0883 422.0302 400.0017
Total 250.7278 1118.6705  1070.2001

PR N

The best estimate of py is

IC _ 1070.200t
b = oxg = mmrase — Y
which is closer to tho value .489 considered in the previous section. Tho accuracy
of this estimato

0.1
5B = .0'893911
the factor 0.1 being tho correction for atarting with 10 times the dirpersion matrix.
The accuracy of this is about 50 timea more than tho estimate based on r, the first
observed correlation only. This result is a bit unexpected. It may ba that high
correlations Lotween the serial correlations are re<ponsiblo for euch a high efliciency.
This shows that much information is gained Ly using all the eerial correlntions in
cstimating tho fisst correlation. For this fitted value of p tho x* goodness of fit ja

10{EA —pIC+p'=B) = 8.012

and this has only &degrees of frecdom ono degreo being lost in the estimation of
p. Actually for the evoluation of x*a new dispersion matrix with the estimated valuo
has to be urcd.  But thia docs not make much difference if the cstimate is close
10 the guexsed value.

In the sbove computstional schemo we can, at any stago, find an estimate
of p by using the formula ZC/2EB with its associated varianco formula I/EC. Wo
can stop as soon as tho accuracy os determined by 1/EC reaches a epecificd valuo
smaller than tho maximum accurncy sttainablo by uning all tho available correlp.
tions, )
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The above method is applicable to tho general case where the first serial
correlations have to be estimated. We start with provisional estimates and eet up
the dispersion matrix for r, 74, ..., 11, Finy,e.. aud append tho matrix with the columns

] (7)) [ I 8]
0

n 1 0

L o 1 [
" o [} ]
no o o L
Four ] [ 0

and sweep out the dispersion matrix. Consider the pivotal row and its reduced form
at any stage. Let them lave tho clements

aq a ay a,
by b by . b
in the above columne. From theso we compute the quantitics
oy =ab
4y ={aby+a,b,)2
and tako tho summation over nll tho quantitics available al each stage of reduction.
Representing the suma by capital letters the estimating equations can bo written

i Sutpe St P S =Sy

Py St eeSate +hSn = Sy
1f (¢,) is rocip 1 to (5),) the estimato of p, is

By = e Sigttn e o S

with
Vi) =,

In case tho estimates differ very mwuch from the initially guessed values the
abovo process may bo repeated evaluating a fresh disperaion matrix. In practico it
is convenient first to takaonly a few oxtra correlations to correct the initial values.
Starting with theso estimates and including somo more lag correlations better esti-
mates can be obtained by mbcnl.ing' the above process. Tl.e estimates thus obtained
have a high precision. The formula for x* goodness of 6t with ¢—h degrees of freedom
where £ is the number of correlations uscd and A tho number cstimated iy

Se—by Syo—Py So=reo —a Sig
4. TEST FOR AN APRIOKI AUTOREGRESSIVE MODEL
Let us consider an autogressive schemo
GuatafintBl = €
with assignod values a, and f, of « and £, To test whether the data are in agreo-
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ment with 1ho pasigned values of @ and £, the following computativns are needed.
Firsta and b arc obtained from the equatinng

ntatdr, =0

retonth =0
where r, and r, 870 tho first two conrputed scrinl correlations. The dispersion matrix
of tho estimntes is approximately equal to

[3 A
=9 \p, 1

4= —al(1+f)
¢ = 1dap +fp,

whero

and n is the size of the sample.

The x! ou two degrees of frecdom for testing tho agreement of tho computed a and b
with tho assigned is {¢.f. Wald, 1043)

R R LGN SRR

In scheme XX considered in Part 2 of this paper ap = —.7 and f5=.6125. The com-
puted values of a,b and the x! for some samples are given below,

computed
—_—

sample no, o b i xt dr.
3 —.1888 44T 3.0%07 2

] ~.8349  .B0CT 2.0513 2

1 —.600  .BI72 35085 2

18 -85 L2840 4 2

23 -.0317 .6053 L2707 2
total 20.8023 10

The total x? of 20.8325 is significant on 10 degrees of freedom but the wholo rignifi-
cance is due to ono Lad sample (no. 18) choson above for illustration.

To teast good, of fit of tho assigned model to the observed datn it is
necessary to supplement the above test with Quenouille's test fur ry, ri, ete. Incach
of the abovo samples thero aro 12 computed correlations with the distribution of x?

for ry, ra (or @, b) and ry, 7, as follows,

samplo for for the rost {atal
no, 2L, lod.r. 1244,
3 3.0907 7.7037 10,8544

B 2.8515 13.3540 15.9001
13 3.5485 ERIT 8.315%0
18 H.an 20,7657 30.19u8
23 2107 10.58%3 10.8580
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The totul x7 on 12 degrees of froedom is significant only in one caso, samplo no, 18,
which appeurs to Lo a particularly Lad casc.

For discriminatory analysis it iu necessary to know the likelihood of the
assigned pamrceters for obeerved vilues of the serinl correlations. We first note that
tho asymptotic dintribution of s and b is

e T Y TR U R U]
dadb

where

1A)= (1+ap+he, M1 —p")

n—3

From this the maymptotie distribution of ry and ry is derived by making use of the
relations

rtatdr, =0
rytar+b =0

The probability density is same as that for aand b nultiplied by
2la, b)f2try, ) = (1—rg)f(1 =1
Quenouille (1947) hiay shown that the forms
R, = ryq+20r,, (a4 2b)r 4+ 2abr,_ ¥,
aro normally and indepontiontly distributed in large umplcl with varianco

a1 (l—bl((1+b)‘—'ﬂ‘)
l

n=

Hence, omitting the factor iuvolving 71, the log likelihood of @ and £ for known
volues of ry, ryfor @, b), ra. 7y e s,

_%{h)glAl $log v, +og »,+...]

~Jozio) {222 [ —a)+ 2e(a—a)b—B)+ (b~ A1+ B4 R4}

£

Flog (1 —rd—2lg(1—r")

Using likeliliool we can discriminate which of two given autoregressive models is
most approprinte totho data. Since the likelibood for any assigned moving average
model can bo computed ns shown in section 2 the possibility of diseriminating
between two types of time scries is also open to us. It i necessary for such a
discrimination to computo the likelihoods of amsigned models and chooso that model
which has a higher likelihood at the observed values of all tha serial correlation
coeflicients.
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f. 'TEST FOR A FITTED AUTOREGKESSIVE MOOKL

Sonie difliculty arises when wo want to compure the guodness of fit of unape-
cified autoregressive and moving avernge models. Tt us conkider a case whero tho
first two correlations are used to derive tho conutants for (i) a moving average model
of order 2 and (ii) an autoregrossive model of order 2. Tho goodncss of it x* for
both these reconstructed motlels may not Lo significant in which case no decision ia
possible a3 to which is the better of tho two. Even for a provisional decsion wo
need to compare the likelihoods. Since the first two correlationn are usedd in estima-
tion we consider ouly the distribution of the correlations ry, ry.... nysuming tlat ry, ry
are truo values of the fimt two serial corrclntions. In the case of 8 moving average
scheme tho d.str.bution of ry, ry.... is completely specified by ther dispersion matrix
only, the mean values being zero. Tho dispersion matrix ean be casily caleulated
since Bartlett's formuls assumes a simple form in this case, The probability den-
sity of ry, ... supplics the hkelihood of the moving average model. In the autore-
gressive cuse the determination of the probability deneity is a bit involved. But it
doca not make much difference if tho probability density of R), R,,...ns defined by
Quenouille is used.

6. TIE PRODABILITY RATIO TEST WITH AN UPPER LINIT TO THE
NUMBER OF OBSERVATIONS

In deriving tho limits for the probability ratio teat suitablo for any general
probability law, Wald assumes that the sequential procedure will Lo terminated only
when a decision is reached in favour of one or the other alternative hypothesis. But
occasionally it is desirable and sometimes necessary to et an upper limit, skay X,
to the number of xamples to be drawn. Wald himsell considered this problem and
suggested the following method of truncating the sequential procedure. 1EP\!Py
is 1he probability ratio at the Nth obscrvation and no decision is reachetd befcre
N by the use of the limits 4 and B (suitable for the general secquentinl
procedure) then the rule is to accopt I, if Pyg/Pow > | *amd accept M, if
PoyiPpy<!. Wald slvo evaluates the upper limit to the error committed by such
truncation.

A question may be asked as to whether the limita A and B could be replaced
by narrower limits when it ia known that not more than .\ observations will be taken,
The appropriate limits in such a case may be denoted by A(N) and BY). Wald's
limits A and B will then correspond to A{w) and B{w). The advantage of ectting
closer limits is that the frequency of cases, where a decisive ansier {i.e., rejecting tho
null hypothesis with somo confidence) is obtained beforo the Nth observation, is
increased to some extent while keeping the frequency of wrong decisions at tho same
level.

*It is not neceusary 10 include the value 1 for the ratio in one case anil exclude it for the other. The cass
when Pix = Pox can bo decidod by conaidering the miio P, x.,/P, -y 0t the provivus singe,
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6n. Nofutiona :

We shall firat consider a sequentinl proceduro teeminating at tho Nth ober-
vation aml leading to threo results, favouring /g or 1, or neither. Using Wald's
notation et

{n) abo the chance of accepting /f, when 1/, is correct

(L) 7 be the chanco of accepting Iy whon /1, is correct.

Thexe quantitics a and g can bo chosen by the experimenter depending on the rink
ho ix preparest ta takeo in aceepting one when tho other hypothesis is correct.  Sinco
tha sequential procexs mny endd without the acceptance of ecither Jlgor //, we need
introduce two moro quantities

(¢} 8, the chance of tho scquential process terminating without favouring
any hypothesis when I/, in true, amd

(d) 8,, the correxponding chance when 7, istrue,

Theso quantities aro not pre-assigned but their values associated with any test
procedure can be caleulated.

Theo probability denaities of tho firat n obscrvations corresponding to the
hypotheses Ifg and J, will be represented by Pys and Py, respectively.
th.  Definition of the truncated sequential teal

With the new limits A(N) and B(N) tho probability ratio test is defined as

follows :—

(i) Continue xampling so long as
N . .
BN) <" < AH(N) for n< N
T
(i) Accept M, if
LI
Bt
st any atage (n &) and discontinuo rampling,
(i) Accept 7, if
>
<)
on
at any stago (n € N) and discontinue kampling, and
(iv) decluro tat tho hypatheacs aro indistinguishablo when the probability
ratio lies between B(N) and A(Y) oven up to the N'th stago. At thia klage wo obscrve

that provisional decitinns could Lo mndo instend of (iv) and thia might be usefulin
planning future oxperimenta.  This leads to tho following clnesification in the cazo

of (iv) :
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(iva) accept /I, -provisionally if

Py .

il N

1< = < AIN)
(ivb) accopt H, provisionally if

P,
BN) < N <1
(V) < P <

and if Pyy=P,y, uso the ratio of P, y., and Py y.,.
8¢. Incqualities satisfied by A(N) and B(N) :

Let the sots of points (z,..., x) leading to decisiona (ii), (iii) and (iv)
above bo denoted by w, w, and w, respectively. Tho following relationships
aro truo.

]’ Picdo D A(N) ; Pudv

b} b}
or

1-f—3, > ad(N)
Similarly

[ Py do & B(N) ] Dy do
or

B < (1—a—8IB(N)
Henee

AN ‘-_ﬁ.—‘_- and BN D l__aL_s..

Since

1-4 > l_"ﬁ =8 and
a a
the limita obtained by setting
1—8-3% M B
AN)= _TJ and B{N) i—ash
are narrower than the general limits
A(m)—l_;ﬂ and H(m)=i:ﬂr’
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It is, however, difficult to determine the oxact values of 3, and 3, but lower
limits dyand d, to 8, and 5, may bo obtained, approximately, in almost nll cases
whon N ja largo. Using theso values wo havo the modificd limits

Ay = L 5 168 - (8)
; ] 8
B(N) = 1=a=d, < 1=2=3, ne (8.2)

6d. Delermination of d, and dy :

Suppose tho hypothesis o has to be tested against an alternative H, by the
current procedurs by using a sample of size N. Tho best critical region w of size «
for this is determined from the conditions

[Podo =@ . (83)

and I Pydv  is s maximum,

Such a critical region §s defined by Py > AP,y where  is chosen to satiafy the con-
dition (8.3). The maximum chance of detecting X, is

[P =, (say)

According to the sequential procedure the chanco of detecting H, is 1—f—8, and
this cannot excced 7, the chance associated with the best critical region. Thercfore
1-8-8, Ky,
W2 1-f-v
We may define
dy=1-8—y, if 1-B—y, Iis positive
=0 if 1—f—y, isncgative.
Similarly if y, denotea the maximum value of IP,,,, dv subject to the condition

IP,,»; dy = f§ then dy=1—a—y, if 1—a—y, is positive, and d,=0 otherwise.
Tho solution dopends on ¥, and ¥, whose evaluation may be difficult in the genoral
case. If N is largo and the obscrvations are independent then log {Pyx/Pey) can be
taken to bo a normal variate in which caso the computations becomo very simple.
Ezample 6d.1:

Consider a noimal population with unit standard devintion. Let the mean
valuo be zero under the hypothesis Hy and 0.2 according to the altornative hypothe-
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sia ;. If the miximum number of obscrvations ia 100 whot is tho Lest sequential
test?

Tho best test for M, bascd on 100 obscrvations i easily scen to be
2 > 1.645//T00 where 2 is tho avorngo of 100 absorvations and tho Jovol of signifi-
¢apco in 6%, The probability of detecting the alternative hypotlicsis is tho arca of the
narmal curve {with zero mean and unit standard deviation) beyond tho ordinato at

1.645-2.00 = —.355

which is about .64, Therefore by using tho relation (1.1) we may sct
0) = Y1 33 5,
A(100) 2= o5 128

Similarly if #=.05, then

B(100) =é = ;‘g =078
A

These limits are narrower thao the gencral limita,
A(c0) =19 and B () =053
It is important to know that error is committed in making provisional decisions

when tho probability retio lies between B(N) and A(N) up to the Nth stage. Lot
polX) bo tho probability according to H, that tho sequential process leads to no
decigive answer and that tho ratio Pjy/Poy lics in the intervall and A(N). Tho
total error committed in accepting J/, (including the provisionsl decision) when H,
is true Is a+-po(d) = ' (say).

Let P{ N} bo tho probability that

1< Pyy/Poy < AWN)

when the hypothesia H, is true.  Sinco this includea cases whera the probability ratio
P[P, might not lie in tho interval B(N), A(N) for all #<N it follows that By(X)
>po(N). Hence on upper limit to the above error is a+Po(N).

In tho examplo discussed sbove

Pox = P(0 < 02 3? 2,—2 < log A(N)}

30 that o is lesa than 0.183. The approximation used above ia very crude and the
actunl value of &’ is perhaps, much less than the upper limit found above,

In the general case the ovaluation of p is not esay but if N ja largo
normel approximation ean be used to determino.

Pox = T{0 < log Py —log Py < log A{N)}

aa shown by Wald, In his case A (0} is used instead of A(N) so that Pyy is
over estimated. Similarly, the error committed in accepting I/, when I, is true
can bo ovalusted.
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7. SOME GENERAL COMMENTY ON DISCRIMINATORY ANALYSIS OF
TIME 8ERIES DATA

(1) Incaso tho original obscrvations in time scriea are not known to bo die-
tributed in an apriori form then for purposes of tests of goodness of fit and discrimi-
natory analysis it is better to congidor the scrial correlationa which have an asympto-
tic normal distribution as baeio data.

{2) Quenouillo and Wold have not di d the problem of d ining
the number of correlations to bo used in their tests. In a great many problems thi
difficulty s not serious, for it is rather exceptional that we do not know tke safe limit
beyond which the scrinl correlations are negligible. The inclusion of such correl
which bave comparatively high variances will dilute the goodness of fit test (sce for
examplo Rao, 1949) and Lience it is better to stop at some stage. Before analysing the
data one may decido on tho number of lag correlations to be computed and then cons-
truct a x? test of goodness of fit bascd on all the computed correlations. For inrtance
in & long series it may often be unneceseary to go beyond 20 to 30 correlations becauso
one cannot expect dependence of two observations which are separated by 20 to 30
yearsin many practical problems. On the other hand in a small series containing 15
jtems it is unnccessary to go beyond 7 or 8 because even large differences cannot e
detected in tho higher order correlation because of high variances.

(3) The difficulty can be overcome to some extent by following a sequen-
tial procedure of the null hypothesit as advocated by the euthor (Rao, 1050c)
clsewhere with an upper limit equal to the number of compnted serial correlatjons.
This number can be equal to n—2 corresponding to n—2 poasible lag correlations
that can be computed from the observations but in practico a smaller number n,
can be chosen. This number can be fixed keeping in view the.order of correlations
to which the test is required to detect the departure from the expected values,
A high value of n, may bo choson to be on the safe side. In this case.a bad fit
will bo indicated if at any stage p (in Quenouille’s and Wold's tests)

?Xn' 2 pe(ng)

where ¢(n,) is a suitably determined quantity depending on the level of significance
chosen, The author has suggested a crude approximation to ¢{n,) (Rao, 1850c)
ponding further investigation, Some results obtained in this connexion will be publi-
shed elsewhero.

(4) On the other hand, for discriminatory analyeis the sequential procedure
is available as indicated in section 6. Tke upper limit N considered in that eection
isequal to the number of lag correlations which one decides to compute. As before
8 safo number may bo chosen and in fact slight variat:ons in the choice of this nuniber
will not affect tho sequential teat. In a long series N may be taken as ¢Q.
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{5) In all thesosituations therois o possibility that no decisive answer can
bo given and thia ia inevitablo whatever may bo tho rulo of procedure adopted.
DBut tho test always shows which hypothesis ia moro favourable and this is indicated
by the higher value of the likelihood,

APPENDIX

Consider two p-variate normal populations defined by tke mean-vectors zi
and A and dispervion matrices 3 =(m,) and L=(,)). Variables x=(z,,..., 1) have
been observed and it is desired to know as to which of the above two populationa the
observed vector belongs. The problem in tho classification of time serics is similar
with  corresponding to tho vector of serinl correlations which are asymptotically
normally distributed with mean values and dispersion matrices determined by the
models from which tho time ecries is supposed to have arixen, As suggested clso-
whero a provisional docision can bo made by comparing the likelihoods

1 ey
vi¥]
and
1 - Ny
VvIL|
The difference in the log likelihoods is equal to
d = jlog.| L] —log, [ M| + (- AL z—2)'~ (z—p) U Nz —p))
According to the first hypothesis
8, = E(d) = j{log,| L] ~loge| M| +{z— AL p—2Y +xMrmy}
vy = Vid) ~ (g =AML p—AY
Similarly for the sccond hypothesis
8y = E(d) = §{log. || ~og,| M| + (A —s) M (a— )} +3m0,))
vy = V{d) mAA—p ML A=)
The rule of procedure is to nceept tho first hypothesis with somo confidence if
d=8,3 Ayy,
and the second if
d=8; <~Avr,
where A =1.6 (for §5% confidencc) and remain in doubt or mako only a provisiona]
decision if
Ay > d> 8-y,
mn
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In cnso the inequality
By 4Ayvy > 8=Ay/y,
is not satisficd for & chosen ), it is possible to increase tho valuo of A till the equality
SitAvir = 8-avy,

isachioved. With this value of A the confidenco coefficient is increased and also the
doubtful region is closed.

Rerzaexces

Manw, 1. B, ano Warp, A, (1943): On the of linoar atoch Alfre quati
Econometrica, 11, 113.

Qurxoriir, M, I (1047): A largo samplo test for the goodnosa of fit of sutoregreanive schemen. J. Roy,
Stat, Soc, 110, 123,
Rao, C. R. (1919): Somo probloms arising out of dis

jon with mulliple cha
%, 343,

Sankhya,

———— (1950a): Statistical inforonce applicd to claasificatory probloms, Sankhya! 10, 229,

(1050b): A noto on tho distribution of D%.—D,'and some computational aspecta of Do
statistio ond discriniinant function. Sankhya 10, 257,

(1930c):  Boquential teats of null hypothesos, Sankhya, 10, 361.
WaLo, A. {1047} Sequential Analyess. John Wilsy and Sons.  Rew Yark,
Worp, H. (1049): A largs sample toat for moving avemyes J, Roy. Stat. Soc. 11, 207.

273



	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016

