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1. Istrovuctiex

The moments and product moments of moment-ntatistica for samples of
the finite and infinito populations havo been obtained up to the onler of § by
Sukhatme (1943). For carlier work on this problem relerenco may bo miade to the
papors by Korl Pearson (1898, 1903, 1913), Sheppard (1899), Isscrlis {1018, 1919, 19313,
Soper (1913), Student (1008), Tchouproff {1919), Church (1925, 1926), Neyman (1925),
R. A. Fisher (1028), C. C. Craig (1928), N, St. Georgesen (1932) and Wishart (1930,
1933). These authors, in their investigations, have considered tho variales to bo
independont.

In tho anolysis of economic time serics and similar other problems ono
comes across variates that aro autocorrelated and consequently the study of
moments of moment-statistics of autocorreluted variables is of considerable impor-
tanco. The present paper is a preludo to thie study.

2. NoTatiox

Let 2y, Zgoerss¥p 004 Yy, YooYy TEPREsent two atntionary 1imo ecries with
the following expectations.

E(x) = o o {La)
E({y) = ra w (LY}
E {{z:— molTa—rw)} = #lk) w (1)

E {{y:—#a)lyes
E (lr—mally

pa)} = Halk) e (L)
Ha)} = k) e (o)

E {{ni—mallxen =i —solnin =) = pulijk) w (L0
E {{zi—proltia =il = malfea—rol) = palijh) w (Lg)
E {(ri— s} =il = Hadgin—Ha)) = pnligd) (LI
E {{zi= oy = #n)¥iy =~ kol —Aad) =pialiik) e (LD)
E {ly—padlpea—rodty = ralltia—rall = polijk) e (1)

= ELLI'—;—“.-H" =My o (LK)

§= m;ﬂ = 1y )

& A. Khintchino dofinos aa follows: Lolting (f) = (#,, fy,. %) ropresont an arbitrary sot of limo points,
and fxing arbitrarily & translation in timo of thin sot, say (T) @ (h+A K41, .. fy+1). 8 random process as
dofinod by & sot (F) af distribution functions in énlled wtationary if the twa funciinna belonging to the two
sote (1) ond (T) are idonticol. A atudy In the onalysis of timo sories” by lierman Wold { 103¥) Uppacls, p. 4.
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Let alsom,) stand for sample values corresponding to the populat.on values ;).

3. Somr ForMuiar
Wo then have

E@=F {’p T‘-‘qr-} =t (2.0)
E(5) = {'7 .I'i.”‘ } =fta . (2D)

=} 1 (@ + 4,3 (T~Ralh) o (@)
vor- £{(8% u) {3 )
=4 #ulON S (TRl w31
Eom) = E {33 (a3 }
=(1-7) mtor 4 3Tkl e ()
Einey = £{ le v.—5)
= (1= )kt - £ S T =t  (4D)
Eony) = B{ }E (=20, — )
= (1= b)ruto o3 T—Buth)
— o 5, Tk (—h). - 6

Now if we define
1of0) = oyt

1af0) = a2 w (9)
{0} = 0,9,p,

ong
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d
o k) = @%,

Falk) = o)'m e (7)

Hulk) = 00,0,
then (3) to {5) become W
1 2 T2 )
ViE) = poittfe L (T-Roat
Yi5) = ’lw,‘+;»,:_2ll( T—kjo, ',
o = (1= - FE -
E(mg) = (“;‘)’1"7‘2:;};‘ (T—k)o,"s,

E{my) = (l—;! )"x’yh—{fl-a:j_::(T-k)v.v,p.

1 T-1
+h E (T-Hoap)

M 2y, 24,27 80d g1y, Y3, -, Y7 8re considered independent (i, not sutocorre-
lated) between themselves then the second term in each of the above formulac
vanishes and we obtain V (%) ete. in the usual forms already known.

Moments of eome of .the bigher order statistics have also beon derived by
the suthor aud they are expected to be published in a scparate paper.. If, however,
2y, Zg0..0 21 80d ¥y, Yg,e0.Yy a0 distributed normally, we have

Pa=ph 1
[4"(0,0,0; =304

Poul0,0,0) = Byt

#(0,0,0) = {14+2p,%)0,%¢,*

#31(0,0,0) = 8py0,’e,

1l0,0,0) = 8py, 0,8

FulOkE) = (142680,

Fol0.kk) = (1+2p%)0,4

Halk0K) = {En+ P +edoato,!

POk E) = iny(0,—k,—k) = (1+2p,0)0,',"
#ulkik0) = p)(0k k) = (pe+26,p)ou%0y
1alOkK) = pa(0,—k,—k) = (pot2mpr)0ue," J
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1
and up to the order of 7

Vime) = 4 04(84  (0+4)

Vina) = 4 0,4(8+5 £ n1+7)
Vim) = 7 oo 1420042 3 (Bt +20)
.. (10)
cov (i ) = 0TS (k)
€0V (myy, myg) = 7\ v.’v,(7po+ (°em+p.+e.»
T
cov () = s 0r0t2 Eematata) |

Now if 7, Z3,...,%7 and ¥y, ¥,,...,%r ore coneidered to be non-autocorrelated
then tho last term in each of the above curly brackets vanishes and we bave the
values of ¥(m,) etc. already known.

4. CORRELATION COEFFICTENT

‘Tho correlation coefficient is defined as

E(n= E{ ===y to the order o!'T

My } ____Elm
Vinge g \/_l'-("'") E(”’u)

Thus in large samples

1= 271
E(n = ( ) - o (11)

/( S AT a2 (-4) E )

when 2's and y's aTo non-autocorrelated this reduces 10 gy
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Sinco

1 Vimy) 41 Vimg) 1 Vimg) €ov (Mgy, My)
VO kg 13 B 3 Eng T A (Eme)

oy ~ ooy
upto the order of 1.
Thus’
Vi) = [ vaop (24+08") mi00.0) + sy (T —K) 1y (k,0,%)

'v )

+p,[ B000)+ 1 < #a00.0))

+2 z(r-r-){ #idOL) 2 o (OH)

e ,;«,,(on)+-.—-,pn(o -k-h)}

- p,{ﬁ; #0900+ L mtoon}

4py T om_ 1 1
—eBa-n{ g mkoE 3 g0k

+ o PlOkR oo ,. #al0,—F, -x) ] /(41‘_3 s):(e.+r,.)) a2)

If z's and y's are normally distributed then

(A=p)=p B BB 00 T plbbn)+2  (fantn)
v =

' w (18)
=}

T-2-2 El ()

Further in addition to tho above if 2’8 and y’s are non-autocorrelated thon

Vi) = (lT_";)’, a woll known result.

5. REeogessioxn
E(z) = ay+81y
Ely) = ayt+pg

W01

and
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bo rogression equations of z on y and y on z respectively. Tho parameters §; and

f4 aro cetimatod by tho statistics b, = Pitand by = ZU by tho method of least
Mgs My,

squares. £ (3)), E(b,), V(b)) snd V(b,) arc already known for largo samples when
z'sand y's are.non-autocorrolated. If now wo consider them to bo autocorrelated

aad stationary then in large samples,

s al(1-7) o X T-hiaten)}
M)

) = Eling

{id )R g i)

Eimy) a,[(l—qlu )p.—il. :.S::(T—k)(l’rl'ﬂ-x)}
; my)
B = 30

v.{(l— 7’\) -hE (r-he, |

a1

s Vib) _ Vimy) o Vin) _ 2 cov (my, my)
e TEbY T Efmy) T EXmey)  {Elmn)}{E(rig)

Vidy) _ Vimy) Vimy) 2 cov (i, g}
b B T Emg  (Ema)) (Emad)

Vi) = L [na0000+7 E k) suthod) + 22 pyf000)
@ | r

]
i

20000 G 11 2Pe0,
+ 25 B T -Ralokh)— 2 000)

T T-1
2P B R0k 0=k =) ] [ (T =2=4 Em)

V0i = L[ w0000+ 3 E @0 b0k L5 pf000)

+ 2 5 T hyp kR — 2T 1y (0,0,0)
1Y oy

AR

=2 E ok, -hoh) | [ T2 2 0
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If z's and y's are normally distribuied then

T ™ 7]
(1=pe)Hipo’ X mi—Bpo X pmt2 3-:(/:.'+£.m)

Vi) = 2

ot

- . (18)
T—2—3 2y,
L}

T T1 T
L [amportend B ot T itk X (a4
v = 2o

-
T—2—4 by 1N
Ae]

Further if 2’s and y's aro idered to bo t
the well known results in Jarge snmples

lated then wo havo

— oM(1=pg") = 7 (1=p"
V) = ) end V) = "Z'(T——.2;

6., UsE OF I-STATISTICS WIIEN TIE VARIABLES ARE AUTOCORRELATED

When 2,, x4,...,2¢ 810 independent ¢ = N % is tho statistio for testing

tho hypothesis concerning tho mean. When z's are autocorrelated and stationary
then from (8)

Vi) = o+ o BTk

Epng = (1-4 )ot—Fa £ (7-hoty

Thus
V(2)+E{my) = ox*
(T=1) V()= Elmy) = ;’:z" (TRt
. (T=1)V(B)=Elny) _ 22 (oo
g T el A
2 T2 '
" 145 2 -he

ViF) = — E{my)
(T-1)-5 ¥ @k
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Thus
N (@-0-3 -
J 2 %2 e (10)
043 £ r-be)s
where St= 5:1 (z—2)

Wo now consider five experimental models
(A) o=+
(B) i =mtira
©) 2z = netratniith
(D) oy = 8x+7
(E) 2, = .72, —.01255, 341,
Here 7,'a ato random deviates with zcro mean and unit standard deviation.

Table 1 shows how 25 samples of cach scheme with a samplo size of 35 behave
in respect of their means when tested by the usual °t' and corrected *¢' s given in (19).
Owing to tho existenco of autocorrelation between z's of each sample of the above
schomes F(2) is greater than that for the independont sct of variables when the z's
aro positively correlated and less when tho 2’s are negatively correlated, Thus in
the nbove two circumstances the usual ‘2’ respectivoly overestimates and underesti-
mates the significance of tho mean.  Tho behaviour of the uncorrected ¢ (i.e. usual /¢
a3 scon from tho tables 1 and 2, showa how unreliablo the test can bo when not much
is known about the oxact distribution of z's of the etationary time series.

The above results also show that proper corrections can be obtained for ¢
by using tho theorctical vulues of the autocorrclations. In actual practice theso
have to be substituted by estimated values. The theorotical consequences of such a
procedure require further study.

7. DEGREES OF FREEDOX OF

Wo shall in this scction investigate whother the degrees of freedom of £ can
bo taken to be (T—1) a8 whon tho variables are indopendent or an improved
substitute is availablo,

From tho proceduro adopted in arriving at the ¢ statistic abovo, it is scon
that tho varianco g, is catimated from the corresponding sample value myg. E(m,)
has (T—1) dogrees of freedom when the variables are jndependent.

Tn 8 similnr way the degrees of freedom of E(m,) when the variables are
autocorzelated, may be modified into the form :

{F-0-3 % r-ne) - (20
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SONE MOMENTS OF MONENT STATISTICS
The appropriateness of {(20) as giving tho degreo of freedom to be used hos
boon verified by experiments using tho same models A, B, C, D and E considered
beforo. For each model, 125 samples (for model C only 100 samples) of size 7 wero
takon.
The rosults of tho testa with theso models aro summarised in Tablo 3, giving
the frequencics of valuos of ¢ arising from tests of threo types
ay ¢ of tho usual typo given by ¢ = ";\/1‘.' withd. f. = T'—1
£) tgiven by (19) but with d.f, = T—1
v) tgiven by (30) but d. /. given by (20).
The expected frequency distribution is rectangular and it is scon that test [%%)
is the most satisfactory as confirmed by tho x* valucs also given in Table 3,
The author finally wishes to thank I'rof. Herman Wold and Dr. C. R. Rao for
guiding him in the foregoing investigations.

Rrrexexczs
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AND conxxcrro (d.f, 34)
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Note; Tho umual *¢* over-ostimates for the first four schemes and under-estimates (or the Jast scheme,
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FREQUENCY DISTRBUTION OF [:VALUES ARISING FROM TZSTS OF DIPFIRENT TYTES (nadaLy six 7)
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