ON ERRORS OF ESTIMATES IN VARIOUS TYPES OF DOUBLE
SAMPLING PROCEDURE*
Hy K. C.SFAL
Statistical Laburatory, Caleutla

1, INTRUDUCTION

Tho term double rampling hus come to bo applied to any sampling techniquo
which involves two sampling investigations. As in many other kindn of sampling,
reduction in cost and increase in accuracy are alto the main advantages of this type
of sampling. Neyman (1938) hns given o method of sampling in which a first large
sample of an auxiliary character is used to eubdivide the population into groups in
which a s2cond (main) character varies little, no that if the characters are correlnted,
better estimates of the main character can bo oblaired from a rather small wecond
sample.

Another familiar kind of double sampling i that in which a first sample of
sizo n taken for both the charncter: is used to determive the regression of the main
character y on the other z and a second samplo of eize N, observed only for the
auxiliary character 2 is used to obtain an estimate of the main charactery, This
procedure is particularly applicable to situations in which the enumeration of tle
main character involves too much cost but an auxiliary variate correlated to it can
be easily measured.  Cochran (1939) hay given examples of this type of sampling
Formulae for variance of the cstimates assuming lincar regression have Leen given by
Snedecor and King (1942) and C. Boso (1943). An expression for variance of esti-
mates for a parbicular type of non-lincar regression with one auxiliary variato was
derived by Bose and Gayen (1046).

It might however bo possible to increase the precision of the estimate in this
kind of double sampling by including instéad of one, a number of correlated auxiliary
variates. B. Ghosh (1947) has indicated that for lincar regression and for random
sampling, the cstimate is unbiased ar:d has obtained an approximate fermula for the
variance of estimato baeed on many auxiliary variates,

Doublo sampling, as has been stated before whether with a single auxiliary
variate or with many auxiliary variates is a techniquo in itself for increasing the accu-
racy of the sample. If may further bo possiblo to couplo with it otker methods of

pling known for enluncing aceuracy. Thus dfferent mades ean be adopted of
choice of sample units for the first and eccond samples.  For example, the first sample
may be random-and eccond systematic. Contiderations of cost ard of acenracy would
again warrant using for the first sample sometimes a predetermined and sometimes a
epecially chosen sct of valuew.

* Presentedd at tho 381h Soasion of the Iudian Scicaco Congress, Busgulore, Jununry, 105],
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In this paper expressions fur estimutes and for variances of the extimntes have
been obtained corresponding to various types of double vampling,  Types with singlo
auxiliary variate and with many auxiliary varistes have been separately dealt with,
In most cases [inear regression han been amsumied,  Two instances have been considered
assuming non-linear regression. A madified caxo has been studied in which the expect-
ed value of tho auxilisry variabl in the first sampie is & constant multiple of the cx-
pected valuo of the auxiliary variate in the other sample.

Tho problem of optimum allocation of xamply unils in tho firt and recond
aamples hias beea touched upon by deriving the optimum numbers for one of the types
following the lino adopted by Schumacler and Chapman (1942).

Intho Appendices certain interesting results, which are believed to be new,
viz., the joint distr bution of regression cocflicients, and the expected value of the
typical element in the inverso of tho sample d.spersion matrix, have been derived for
the multivarinte normal population. The already knowa distr:bution of the partial
rozression cocfficioat hay also beea derived by an alternative methed using rectaa-

gular coordinates.

2. MULTIVARIATE AUXILIARY SET —DI¥FERESNT SITUATIONS OF SAMPLING
(2.1) z,~Random, y,—Random, xy—Random: When the auxiliary variatos
connist of a set z,, Zy,....¥,, assuming linear regression, the cstimate of the population
mean vafue of y for random sampling is given by the relation

‘
Yo gt d b (= R) - (2

where §,, b, and 2, aro derived from the first sample and Zy, from the sccond.  As-
suming a multivariate normal population and letting

Ey) =y, Ex)=§i=12..k)
Ty =04 Vin)=oy =0t

cov (7,5} =0, =, o0

cov (7)) =0, ={, 0,0,

lbe) = B = ~ % z,
'

Ry being the cofactor of £ in tho determinant |1 (\j = 4. 1, 2,
results are readily derived by tho ure of results in Appendix A,

.k, tho following

. 3., 0" 1,{1 = K3,
Vit = oy Bley) = Lo =K.

cov{ba, ba)) = 0%, Eley) = - L"“__B’




ON ERRORS OF ESTIMATES IN DOURLE SAMPLING PROCEDURE

where o%.; represents the residunl variunco of y whon z's aro kept fixed, Ry.pq.y
the multiplo corrclation coeflicient between y and xy, x4...., % and the matrix ((@4))
is the recipracal matrix of {{a,))).

Thus for tho caso- of double sampling in which the z’s nnd y's in the it
samplo and tho z's in the sccond mample aro all chosen at random we have,

E(Y = 0+ 6=
— - (20

t
() = E{l_:‘-..—'/) + :{-I bal®x~=4) = :‘f:lb..-(?-.—m}

o,

=S Eeol ot B () -2h ey

ot 1,1\ 8%
-« Salbod) S n

e —28p,
i
Now i oyt =1 - o0t =k
1 I je1
l.
;\:Iﬂnﬂu =0y
k 1)
2 3 fulByoy= H p-l”n = 2" —" -:n"”r
oLt n
L3
-l s
(fom) L,
Ll PPy A
R,, R,

=04, gy
ilence,

1 = g Kol s+ ]

n
1
+u!,n',,,....[‘v -1 ]

= o4{1-1t 5) [,. = ']]+° e, (a3
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127



VoL, 11} SANKHYA : THE INDIAN JOURNAL OF STATISTICS [ Panr 2

We note thut the eiuation (2.13) i independent of the variances 7,,'s of the s,

(2.2} 7,—Rundom, y,— Rundom, xy—Systematic: Connidering now a moro

general case, viz., when 2's and y'w in the first sample aro choren at randum but in the

second enmple aro chonen in a sysematic manner, wo hnve for tho catimate Y the
samo relation nw in (2.11).

EY)=7n 2

- 1 NK

Ellra—t)ty=0l= LE[ £ 5

1

trsy, — &)y, —G;)}

1

% N
PR
1

N

where gl"','" (p=1

Ny stands for the corrclation between ry, and
e
7y, in the population.

() = E{(Ga—n) + & bulFxi~6) -

LS [p,.p..+sw

r1on

4] A ob
=974 3
n "t

NY n(n—k—2)

kot (1 =R} _ oL BY 0k
n

= =) _n—
- n

T a—k-2

x [,,",,,_l o4 (1= It

N :l . (2.22)

1t ia easily seen that the caso congidered in 2.1 08 a particular caso of this
in which

L=ty for p=g
=0 for p#gq
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2.3) x,—Fixed, y,—Random, xy—Random: Next wo consider a third case
where 2's in the firs! sample are fixed, Lut z's in the second samplo and y's in the
first sample are chosen at random. Here again the cstimate of the population mean
value of y remnine the same as (2.11).  Assuming,

Elgar) = a3t 9= L2 e my
s0 that ) = oyt 3 Bt = ()
Henee E(Y)=r+ §'. Bulbi~T,)=1 (231
F(Y) = B{G—1)~  Gumbibu ~Bubk § bua—£0)*

B ¢
=d+3+y w (232)
where

A=t £ 2 (n—t)E—b)es)

C= F: 3: 9 {cljv’y-l+ﬂllﬂnl}

Corollary: If the fotal cost T 18 of the form:
T =a+fn+yN . (233)

where &, fi and y are parameters estimated from data, the optimum values of n and N
Jor a given cost T with minimum variance should salisfy the equations

v oT
TJTI‘ +A m = 0
al aT
oy FAgy =0
B yN - T—a 3
o VBE T Yy T VBETCy
T—a __ yBB _
a0 thal n = 7 \/llﬁ+\/¢‘7/
(2.34)
. iy
and Y= Vit
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(24) x—Fixed, y,— Random, xo—Systematic: Let usnow tako a fourth enso
in which r's are fired in the first sample, but y's aro randon and xn in the gecond samply
aro correlaied.  1lere again (2.11) holding good,

B = v+ & Bulbi=ta) =0 . (241)

. - L L) - o
1Y) = E{a— = & Fam bl —Bad+ ¥ bl =)

{(Buibar)

1
(1\|,.—€ o —4)
]

+2 2 G tF—tduets

LA ] N N
Ril [m.mm.whl{‘- 3 g vm}
tel =1 (D) Pl

1
tx

[ Y _
F X AT =Ny =yt e (241

"o
From (2.42) it ia inferred that I'(Y) will be smaller according aa z's in the lint
sample are wider apart, but having the means Z,, ng near to the population means
=1, 2 '} ar possible.
Obviously, the result (2.32) fullows from (2.42) by putting

Gy =48y for p=gq
=0 for p#g

3. SINGLE AUXILIARY YARIATE—UIEFERENT SITUATIONS OF SAMPLING
(3.1) x,—Fixed, y,—Systematic, x3—Random: We now consider certain

special casen of double sampling wien there is only one auxiliary variate. Let 2's Le
fixed in the first snmplo but the y's correlated and x°s chosen randomly in tho second
sample.

Flrg) =£(i =1,2,...N)

E(a) = a0t Boxm (i =1,2, .., 1)

Flyalra) = o%yx

€OV (Y g [ Foie 7)) = {10
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We have,

Y = Gutbf2y—7,) w (311)

{ £ (ry =Tl —F2)

Kb = E 1'"

E(Y) = (a, +8,E)BIE-T)
= an+ 0,4 . (319

Further,

e .‘“. (ru=Z ey —E )01y

[_ (:..—:.)*]'
[}

n
X
e

Vib) =

nien=5) £ (5= ar)

[
cov (b,s ) = 7‘_. E l -
k El(lnl—f.)'

an N
R, -
LAT TR R ST G

o
nX (r,—L)
1

Wo then have,

F(Y) = E{{(fa—aa—BuT,) thu(Fy—~8)H b~ BN~ F))?

107 (T = Fa)lre —Fo)

T
< (r,.—?.)’]

W=7 £ § a7

ot z 73'Ba! . (313)
x5 ez}t 2y ¢

P (1=
=
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A particular caso of (3.13), viz.,, when

Lt =1 (i=1,2 ..,

LIt =0 (i£))
is (2.32) when & =1,

In order to get an estimate of F(Y), it iy obvious that come assumptions
will have to bo ndo about the correlation coeflicient {017, such ra iy =L for
li=j] =u.

{3.2) z,—Fixed, y, —8Systemutic, xy~Systematic:  We now consider tho rityu-
ation in which z°s aro fixed in tho first sample but 2 in tho second sample as ako in the
Jirst sumple are correlated.

Here also equations (3.11) and (3.12) holding goed and nxsuming

cov (rp ) = §y et (i = 1,2 .., )

we havo,
Ligom 2 Lol —Era—t)
F(Y) = 0% — N
[ 2 (e —:.){'
H
ot Ny L)
R
"1 Jel :l: (ramr)t
| aeTe
I J
28202 |
Sim X
X - oy - (321)
It

v =1(i=12.,N)

=0 (i%))

this formula reduces to (3.13).

(3.3) x,—Syslematic, y,— Systematic, xry—Systematic:  Let us now take the
more general caso, in which z's and % in the first snmple and 2% in the second cample
all are correlated nmong themsclves.  In thin case even the approximate formulie for
expeetation and variance of 1 aro complicated.  Here also (:1.11) hokds goud.
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Assuming & multivariato normal distribution for x's und y's in tho first sample
and letting

E(ra) = Brg) = ¢

Elya) =9

cov (1, Ty} = {1y Vot .]

€OV (Yaps al) == $77'0F (hj=hL2.,n

cov (x,,, ya)) = {y)'P'o0, j

Flrg =8ty =8ym—m =0 (ij k =1,2, 0, n)
50 that Flagrayn) = (£ 0} Ho00, ([0 4,07,

wo have,

i n
{n(u—nc— oo
| _ =1

o =
=a. n
A== W
i#j=1
whero ¢ ==t

Further,
B n L .
E4S 10X 2y Yo p= 5 X Elxg g syg)
= Rar= 1

R )
=n%Yy + I\;l ‘\_:l o oM+ nilosoy, -{-l:-'I El L doaoy

. L Aonow
E{(E‘ZM) I‘T'lll-|}=‘§_1 ‘5:-, :—:IE(‘-l I Y}

5% pam oy ¢ % pontaa
=n.€"’+"|:'| F'{., oLy +In = ;-:|(u {0y
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Hence,
L) ? -
. (Ehl)(ﬁ.’lm)
E I:\ Tarday I}- T = ——— ]
Ebyfa) =~ — =
Gy
nk [ ]
{n(n—l){— =z
~p01
=
{n(n—l)—
~ E(2) Eb,)
s BNy pAlE-8) =7 . (331)
Aguin,
R 1
E { El(l’n-f)(!lm-")
E(b) = — -
E
e A
- X w2y Yo Y j
{}'.n 8 ', 20 S—
1 =1
Where 2',, §', stand for the diff ¢ of tho corresponding variate from ity mean.

For {i#]) E(z's %'y ¥'m ¥'ny) can be readily found out from the moment.
generating function of the four vorinbles (the distribution of whiclh has Leen
atsunied to be multivariato normal) and is given by

E (@@ Yo ')
= o3, ot ST il O 1 it}
= o arf g g g e ) k)
Similarly, for (i =j)

Bl v ) =By vl

= oo (L4241
E(rat ) ='x‘{l + 2:',:h€}
E(z'% = 30,8
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n
ays sy
L] ‘n

n
I{n+w(n+|)t’+_2‘ gregong 3
£ th~ :—:i —_ iAf=1 M N i

WhF2+2 }

n
p
ijal
== By =g+ {F2x— "+ F{ZF, — §)1) K01 — 2F1b,) E2, ~ €)¥,~7)

. 3 o 2By & rem
=i {"+i;(=j=l‘u } n? {"H-i;ei_—l(“ }

1 1 1 " 1 -

R OCAL ST LR ST S AN N Tl e (332

B EL L ¥ W )
(3.4) z,—Random,y,—Random, xy—Random, assuming E(2,)=AE{ ) We

now turn to a different sct up. In the first sample x's and y's are both random, so

also 'y in the accond ~ample;

but

Henee,

~ f'X{sny)
s F(Y) =~ E{f, =M+ biTx~f)—bi(2,— )

Fiz,) = AE(2g)= ¢
Let Elf) =

V(zy) = o Fiax) = 0%k

Flyn) = 0%, 0OV (1ay,) = {19,000,
To give an instance from preetico of 1his set up we may regard z to bo the green weight
of a crop yield and y the corresponding ey weight; and z and ¥ to be both mensured

in the first rample for a particulnr structuro of sampling vnit while z in the
the sccond sample is measured fur another atructure of xampling unit.

In this case an unbinsed extimate of the population mean 5 of y will bo given
by
¥ = §,+b{d7y-Z,)
F(Y) = n48~¢i =7 e (34

F(F) = E((p—n+b (;,._{-) —b -t
Moty ol 1=8lysy Uen?'n
(—V_a - )%:{—,T:s'*ﬂ'm.} —

o) P {""”-* e {‘“""””"'"} . (042

7 e N n n=3
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16now .0 = ptand, (142) reduces to

ot

.
N = -2 )+'{%t ¥ "':‘.}{’—’—H(:—_‘a)‘ '""} o (842)

11, further, the coeflicient of variations of 2'n in tho firat anl accond samples arc cqual
ve, when A =g, (3.43) reduces to

wyy o T N2 ra
V(¥ = =0 iy (=0 04 S'(n'--'li [l‘H".:.("“)] e (349)
It i< inleresting to compnre (3.44) with (2.13) when & = 1.

(3.5) x,—Fized, y,— Ramlom, xx— Rundom, for non-lincor regression: Hitherto
we hiavo dealt with caves in which a linear relation between x and y was assumed to bold
good.  Taking the relationslip to be non-linenr and confining to a second deyree
parabolu wo may write

¥ = atflr—n)4y(2 -7
where 2, awl £,! denote the means of z and x%s ju the first sample ie.
. (-
X X
-‘-T.q 2 Tay

"
Py =

nnd =

n
The normal equations for estimating =, A,y will then be
Yo = a,
Hr—Zaly = baX{r =2 eIz TNt -5
SR -2ly = BTN -2 D) beas(r -2t
whero a,, b, and ¢, aro tha extimates of a, #and y respectively.
Yrom above we may write
b = eI{r =2}y +enS(x - hhy
€n = CnS(Z =2yt S =Rty

where ¢y, €4, €33 can be readily found out.

a1,
Via,) = ,:‘, cov (a,, b,) = cov (a,¢) =0

Viba) = €340 yxe €OV (by, €) = €,40%)x

View) = 5070

when 2's in the first tample are assumed to bo fixed but y's in the first samplo and
z'a in tho sccotd sample are assumed to be random,

In this cnzo tho cstimata of the
population mean of y will be given by

¥ = fobbu(2a= 2o}t eulT<T00) . (3.51)
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where Zy and xy? have similar meanings to %, and 3

Let BE) = ', B =

E(F) = a+B(u'~E) +v(1y' —7a)= 1 o (362)
and

V(Y) = E((in_“)“’(bl-ﬂ)(;s_I'I')_("_l"ﬁ)(;-_/‘l‘)
HB— Ve =T = ) = (G =V = Vv - )

I

L LI §
=Tt {"'—s""— +(5.—I'.')'}+I?‘ fgpe

Feuin {uw.tﬂ:--ﬁ-.»} et
+200%0 {’—‘( £ 4 (f.—n'.)(r?—p',)}

+328y ’i!—_‘(ii‘ we (3.59)

.
A

. "1

where #y=F

n

(3.52) The above result in (3.5) can bo lised when the non-linear rela-
tion between y and  is taken to be a parabola of pth degree i.e.

U = ek -2 )+ B~ A BT
’T". (The numerals over s are not powers),

where zx

“Mo

Tho coofticionts «, £, f%,...,f° can be estimated by a,b,1,5,%, b by solving
the p+1 normal oquations and we can write

bt = X+ @ =TIyt P =TI (k= 1, 2, ey )

3
ere Via,) = %‘, cov(dy), byl) = ¢),0%,,

1,2, e B)

An unbiazed estimate of tho population mean of y's when we tako another independent
samplo of 2’8 of size N, will be given by

Y = bty — 2 )b — r e H 0N -2 ) . (8510)
EY)=1 o (3.528)

atyx

P
v(r) = 2o,

%% en I:M;"—""+(?.,'—p'.)(?.'—_n',)]
=14

e (3.53)
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(3.0) x,—Rawdom, y,—Ruandom, rg—Random, for nondinear reyression:
If now wao have the x's in the first rample ales random inmend of being taken aa fixed
,

then also,

Y = g tb B 2,) He (it —aT) v (360)
Letting
E(2,) = K2} = 1"y
ED) = Erg®) =1
Ega) =7
and assuming largo sample approximation (when b, iv independent of 2, and €, i8 in-
dependent of z,%) the expected value of ¥ will be approrimately given by

E(Y )=y + E(b,) E(2s - 2,) 4+ Ele)Elzxt -2, )=n . (3.02)
Also ¥ib,) = 0% Ele,) = o (nay)

Vi) = o Blen) = 0cc (any)
cov (hye,) = 0% Elcyy) = ou (eny)
S-F

TSE-RF SR <ie—1)

where 0y =

Sz r—Z)Se -5 |

and likewise for ¢4y and €5

Now
E(ze-5,1) = {vx‘ ""}

= {n=1)(n'y—p")

E(ge—p) = {‘1‘ (z:a)-}

= (=0 —mY
E{Sr-2)e-2) = F {l"" —(%m}

= (n=1)(m'=m'py')

B F.prrlulmn of numerutor
few) = Expectulion of denominator

o1 (p' =)
=

G=) 1= p =t =

Flew = _(n—l) AR ‘)—(/' =/t

(s’ =y /l.)
(n—l) lpd == ¥

Bl = — (7 =m'rm
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where =t
V(1) = E{Fa =) +b(Te—m) = bul T~ p)
+f.(xN'—/l,')—f.(;.’—[l,'))’

Ll 1 1 " o s
=t Uyt Jimdont B+’ =moaty?)

42y =1 NPt BY)) o (3.62)

I am indebted to Dr. €. R. Rao for his kind help and ndvice in tho course of

my investigation. I have also totlank Mr, A. Matthai for going through the manuseript
and making gomo usclul suggestions,

APPENDIX A
Lot ((S)))) denote tho sample dinpersion matrix for a k-varinte normal popn-
lation and ((c,))) tho corresponding rociprocal mutrix. We then have tho following
results,
oY g
He) = cp—s (i)
(A1)
ot
Elo) = 15—
Proof : Starting with the element ¢, of the matrix ()
SII Sll e slv\-l

Sn Sy e Suag

E(e,) = E(SY) = E -
L sl'l'l sl'l)l b sl-l) (51

where

Su Su . Y

Sy Sp o Sn

A=
Sa Sy e Su
4y o Doy a)?

T

()

whero t's reprovont tho rectangular coordinates (Malalunobis, Boso and Roy {1937))-
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The distribution of f,, when other t's are integrated out iy

_g [T, amen
const. ¢ Yy,

where tho constant is such that

e _B TR noho
const, ! ¢ g ) T dry) =1
- “I.‘ Y PRy
* =const. I e jl Wl (P) ! d{Pw)

s

) G

= e ™

= n—k—=2 ot
0\!
Thus E(ey) = k=% and in general
a4
Bl = =g
Again,
S v Sima Su Bl

S, o Spaa Sy
Eloua) = E 3t 1 O 4

Sepr o St Sean

=1 E{ LR CTUTSI ey [N s ey | }
»

(Nafeger )

1 Bean
=-1F -
" {’x-m—l’u'}
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ON ERRORS OF ESTIMATES IN DOUBLE SAMPLING I'ROCEDURE
Let us denoto

An = g ™, Ay =y = g ™

Ay = ; T, =T g =0 han =0

Now the joint-distribution of 4, fx_ya and f,_y ;s given by
CI [ I'-‘l" - 3 [T (T Wy H 2T M e+ T, X
[ (N Y [ Sy
where the constant C is given by

cf f f exp.—y [..] IS bl padl g = 1

or, integrating over f,,

T ("_’)‘} LN S
C.__z. ! ] exp —[duty + 24322, Ay 20 20 Mgy =1
Yy ‘- e
"
T ("___k - = 'Y
or, C'__-—;- L L C-‘p-—[«l.- (t.+;,-—:ll) +A,,-r,'] tMrden, =1 L. (A0D)
a4
A
where Ap= A._—-I-l-"""AI:1
putting Y= z,+;;;_:..r,
Bi=0
Ay 1)
so that FIENEA]

Henco {A.11) reduces to

ol el =)

WU
T

Gy

R | S

ke
Ay Ay 1

or C,= _Ak"-,:’—nim'
R
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o)

) f- ;' =g = sty e {2 g0,

Now B

a

( =) {A_,ru )

An [E N

1
Ay Ay

sinco tho second term is an odd function and the rango is frum— to o,

=C ('__) =k
'(A,.A vy (J) (

e
n
e
O
n~k~ 3T
'Ll it

s Blana) =

Henco in general

ot P=120k
Bld=gs \ o )

APPEXNDIN B

The joint distribution of the regression coeflicionta (b, ) of you zy (=12 %
whon z's follow a multivariata normal distribution is given by

r@)ienSer  na,

(e [o -4 h= 000 ~ e
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Proof: Wlen x (i = 1,2,...k) arc constant the multivariate d'str.bution of b.%
ir given by

1
ASun mmm oy ’_zl Sulby—BaXbsy=By) ¢
[Cante~ mn

d 2 —
where oty = r

Wihile tte distribution of 2’2 follows the Wishart distribution
L)

! 13
(o5 ot IEERTS

-l- I
15,15 i ds,,
1

LURRY MUSTIN | r("_")
Hoaco the distr.bution of ;"> when z's vary will be given by

. _'lﬂ i ;- {U.,_‘_ n=Bydby—By))
const. T by, | f fe |s,,|

Y Trx 1 ﬁ ds,
1 Y
X
n dby,
= ch"l"’
where Yoo n—ﬂn)(’hl—ﬁ:,)
= ‘7"+("u—ﬂn)§”u'pu)’"
and

APPENDIX C

Tho distribution of by, 1190 e g e regrcssién coefficient of 2, on x,_,) when 2,2,
.i.x, follow a multivariate normal distribution is given by

L { —

a—k+t 1 ' q

nD( Pl .-‘)

otk gttt 2

gy gtia r
,\l

Proof, hapareaes =

u"
RIS *-"'], X dhppagons (C1)

where

1
The joint distribution of #_y,_jandf_y, isgivenby
const, exp. {—'[ ™ l'H"n-n L+ 2Ty 14 b D + .]}l"‘}m dh, ., 1
Xl e (CI1)
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Let [P S R N
’l‘l 1]

30 that the jncobian of the tranuformation is given by

From (C.11) the joint distr.Lution of u and v is given by

const, exp. {— Z'F [T“u +2T‘“"+i';”:| } XUt

Integrating over v from 0 to o0 and noting that T¥ =" and

o orvl
Elagyrens) = Poncpasens =— 231

r1eoaeg) 18 given by

- :
ke )—} [

i

the distribution of u (i.e. b,,

const, { 1 +_(9_-;|_:|~_|

whero

and tho const. is found on intezration between — 0 to co to bo equal to

1
T
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