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Chapter 14

THE PRESENT STUDY : AN OUTLINE

1.1 The Purpose of the Study

A macroeconomic model seeks to portfay the functioning of an
economy at an aggregative level, is.e., in terms of important macrovari-
ables and their interrelationships. The empirical counterpart of such
a model is what is called & macroeconometric model when the macrorelations
are posited statistically, employiﬁg probabilistic methods of estimation
and/or hypothesis testing.

The present study covers both aspects of a macromodel. On the
theoretical side it builds up a macroeconomic model which may be relevant
for a country like India. On the empirical.statistical side, it goes on
to formulate a macroeconometric model. There is a clear interdependence
between these two parts of the study, since not only has the macro-
economebric model been constructed on the basis of the macroeconomic
model, but the formulation of the macroeconomic nodel has also been
influenced by the various empirical results obtained in course of the
present study. The period of study covers the years from 1950-51 to
1965-66,

At this pointGi@have to recall that there already exist a mmber

of macroeconomic models and also & few macroeconometric models for the
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Indian economy‘.OHy- indebtedness to this literature will be pointed out in
gspecific cont?xts. The‘ conceptual background of this study, however, owes
as much to this literature of macroeconometric models as to a line of
reasoniné‘which is stated most clearly in Kalecki (1954) but which does
not quite ‘form & part of contemporary macroeconomic theory. To come to it,we
I need only mention here that (a) this study is conducted in terms of a
two-sector breakdown of the econom;',- viz,., agricul ture and non-agricﬁlture,'
and,(b) its primary focus if on the examination of interactions between
prices and outputs in these ‘two sectorss The primary justification for
the breakdown is that an underdeveloped 'economy like India cannot be said
to be governed.by a single 'lawt -- whether for price formation or for
output end income generation in differemt sectors. To nake room for this
basic point is to go beyond the framework of an aggregative one-sector
model , é. framework in terns of which most of the (Short-run) macroeconomic
models. "ze __cleveloped, andWikhave taken the minimal step in this regaa:'d':"/
Coming now to the 'different laws' in the two sectorsW® nay quote

from Kalecki (1954, p.11) -

1/ Going to examine the kind of nacroeconometric model suitable for
developing ecomomies, Klein (1965, p.324) also remsrks, "4n aggregative
model of the Indian economy must at a ninirmm be divided into three
production sectors — agricul ture, private non-agricul tural output and
the public sector",Wemay point out in this comection that the so-
called "dual economy* models (e.@., Lewis, 19545 Ranis and Fei, 1961;
Jorgenson, 1961) adopt a sipilar breakdown of the economy, viz., tradi-
tional and modern sectors. However, the viewpoint, perspective and foci
of these models and the nodel to be proposed in this study are so diffe-
-rent thatbR do not take up any discussion of these models at alls


http://www.cvisiontech.com

"Short—tern price changes nay be classified into two broad groups :
those determined nainly by changes in cost of production and those deter-
mined nainly by chanzes in demand. Generally-SPeaking, changes in the
prices of finished goods are tcost-deternined' while changes in the prices
of raw naterials inclusive of prinsxry foodstuffs are ' demand~det armined’ .

It is clear that these two types of price formaétion arise out of
different conditions of supply.‘The production of finished goods is clastic
as a result of existing reserves of productive capacity ..... {while)the
increase in the supply of aéricultural products requires a relatively
considerable time",—2/

This sets cut the basic principle of price (and implicit output)
determination in a capitalist econony. It is, however, subnitted that the
econony like India, First, the elasticity of supply of agricultural produce
is likely %o be even smaller here than in the case of advanced countriles.
In fact, agricultural production here depends more on such exogenous

factors as weather than on any econonic variable. Secondly, considerable

2/ For a more recent and elaborate exposition of this basic dichotomy the
reader is referred to the recent textbook by Robinson and Eatwell (1974,
pp. 146-57) where they trace the doctrine even to the classical econp-
nists. A few lines may be quoted from their book (pp. 148, 149, 153) :
"Phere are two broad categories of narkets in which the relations of
supply and denand for particular commodities operate differently ...

In the first type, the producer offers his goods ... (at) whatever
‘price they will fetch; in the second, the producer sets his price and
sells as much as the narket will take..... The first type of market is
found amonz primary production ..... (whose) supply is governed, at any
moment , by natural conditions which set a more or less rigid linit to
production ..... {The second type of market is found among products of
industries where) underutilized capacity normally exists for almost every
cormodity se.. S0 that supply can respond readily to chanzes in denand®,
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excess capacities are usually present in'the industrial sector of such
econonies, as also are imperfect ;;g—oligopolistic nmarket structures,
open urban uneuploynent etc. Thirdly, as we shall see in the next chapter,
a mmber of econoilesric studies in India point to the J‘.x:iportancé of
demand and cost of production in the determination, respectively, of
agricultural and mamifacturing prices.

it nay b-e further pointed out that the two sectors distinguished
have a coordinate importance in the structur-e of an underdeveloped country
which is very much lacking in the case of an advanced industrial ECONOLIY
For, not only does egriculture account for most of the domestic product in
such economies (.e.é. y &lmost half in India), but presumably it is the
prices of agricultural products which, influencing the costs of raw
naterials and wages, shape the course of behaviour of other prices.
4s a basis for developing an 'economic system', therefore, the two-sector
breakdown suggested shove holds 2 wmore promisiﬁg line of application in
these countries.i/

Wemay teke this opportunity to point ocut & few further general
limitations of the usual nacroecoronic models = 1imitations whichGie shall
try to overcome inouy work. 'First, nany of these niodels are agbvreg&tive

on ‘ :
and tread Zt,he pure Keynesian line of demand determining outputs. However,

3/ It is interesting to note in this context that Kalecki concerned
hipgelf exclusively with 'cost-determined prices', i.e., prices of
namfactures. In an advanced industrial econony these may be taken.
to be the overwheluingly najor component of the general price lavel.
It is perhaps for this reason that the aggregative studies on price
behaviour in industrial economies have beon concerned mostly with the
wage~price relationships, paying little attention to the 'structure'
of prices. '
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as we have argucd just now, in an economy like India the supply of nany
com‘modities (particularly in the agricultural sector) is inelsstic and
hence any fisc2al or uonetary policy would be rather ineffective in raising
productiortg Thue 2n injection of fresh govermnent expenditurcs into such
an econorry is likely to ralse nainly prices and not producticn.

Sccondly, nost of these models per crly & scanty attencion to the
role of prices in the economyig The present day experience reveals thet
inflation or 'gtagflation' is very much a problenm in underdeveloped
countries.‘Tﬁis requires special attention to be drawn to the behaviour
of prices as well as to their effects on the different parts of the econony.
And this is where usual nacroscononic models are really unsatisfactory; a
rigorous theoretical nodel analysing the interaction of prices and outputs
in different sectors i nost often lacking. As we shall see below, such
interaction nmay be so important that an increase in the autononous denand
(for the product of one sector) nay reduce production (in the other scector)—
a result contradicting the fanil ian::-—c';onclusion of a Keynes-type nodel.

4 finel problen is encountered when attempts are nade to overcone
the aforesaid linitations. Such models are bound to be big in size. For
instance, the product sectors of the ecomonry need to be classified into
at least two -~ one in which production is inelastic and the other in which

it nay be assunmed to be elastic. Explanations of the behaviour of prices

4/ See Rao (1952),
’ 5/ One reason 1s that these are of the one-sector variety. But even when
‘ these contain several prices, the role which prices play in affecting
denends, outputs etc. 1is not, in gemeral, placed on a proper perspec-
tive.
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of individual products as well as of their interactions are called for.
411 thesc varisbles are further to be intesrated with the monetary vari~
ables of the économy. Once nodels becone large to this extent, z fresh
problen crops up. That is, one gets lost in the maze of various struc-
turzl relations and variables, so that & simple picture of the working of
the econouy is very diffecudt to perceive.-6'/_

Many of these shortcomings nsually persist even in the aupirical
counterparts of nacroeconcnic nodels. This is particularly true of nost
of the macroeconometric nmodels which have so far been constructed for
India. These nmodels neither attempt at a rigorous exanination of the
interrelationship betweon prices and outputs of various sectors, nor do
they help in hoving an iﬁtegrated and overall view of the econonic
nechanisn operating in India.

4s already stated, the present study may be viewed as one attempt
at renoving these linitations fror_l the usual nacroecononic and nacro-
écononetrlc models. &lso, @s it will be clear later on, the preuont nodcl
can be viewed as a two-—seotor extension of Keynesian theory to the case
of an underdeveloped economy. The study consists of two parts. In Part I
& theoreticel model has been constructed for the short-run determinstion
of prlces; incones and rate of interest; the najor implications of the
rnodel are then exsnined. Results of our eupirical ipvestigations have been
reported in Papxt IT. The plan of the jstudy is described in _detail in the

next section.

_8:/ The nodel of Harris (1970 ) is a oa:se in pdint.
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1.2 The Plan of the Study

Part I consists of three chapters — Chapters 2 to 4. Since
the study talks nuch sbout prices, two chapters ore devoted to review the
nateriols. Chapter 2 surveys 2 munber of quantitative gtudies on price
behaviour in Indiz. & major part of this chapter is devoted to & critical
exarinstion of a murber of nacroecononetric models of India and notes the
najor limitations of these nmodels. Chapter 3 then presents and analyses
the history of movement of prices and outputs in various sectors in India
during the period frow 1950-51 to 1967-68. The primary purpose of this
chapter is to identify some of the factors which night explain the
behaviour of prices and productions as observed in India. In this context,
the argunents of the'structuralist“schoolZ/ (regarding the Latin American
inflation) have been exanined and it is shown that many of the factors
emphasised by the structuralists are also relevant for Indis.

The basic theoretical structure of the present study hes been
spelt out in Chapter 4. As already stated, a two~sector breckdown of
the real part of the economy has been considered — agriculture and
non-ggriculture {inclusive of services), each characterised by its specific
denand and supPly elements. The main elenents in the denand for the agri-
cultural good (i.e., the product of the agricultural sector) are private
consumpt ion, export and !internediate! use of sgricultural raw naterials

in the non-agricultural sector. The important components of demand for

For armunents of the structural ist school, see, e.g., Felix (1961)
and Seers (1962).
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the non-agricultural good (i.e., the product of the non-agricultural
sector) are pri\?a,te consuaption, private investment, export, public con-
sumption and public investment. The supply of e2ch good comes from dones-
tic production and import. While the supply of agricultural good is
assuned to be given exogenously, excess capacity ig assumed to prevail in
the non-egricultural sector so that here 'demand creaztes its own lsupply‘.

The model postulatas that the price of the non-agricultural Jood
is governed partly by the price of the agricultural goqd andlpartly by
the demand for the non-agricultural good. The private consumption demand
for each good depends upon aggregate (real) income and relative price,
i.e., the so-called intersectoral Zerns of trade, This relative price
also affects the private investment in the non-agricultural sector; the
latter is influenced also by two additional variables — the {resal) incone
originating in the non-agricultural sector and the rate of interest.

The nonetary sector has been introduced in a, nore or less,
Keynesian fashicn. On the one hand, there is the demand for noney varying
positively with the gggregate noney income, but inversely with the rate
of interest, However, ther supply of money has not been treated as an
exogenous vVoriable, but is assumed to be goferned by the rate of interest
and the (unborrowed) base money; the latter is defined as the sum of
currency with the public and required-cun-excess reserves of barnks net

of their borrowings from the central bank.
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On‘fhe assunption that some of the variébles {(evgs y goverment
depands of 2ll kinds, base noney etc.) are given exogenously, the nodel
is then shown to yield a deterninate system.in seros of the endogenous
variables. lext, 211 the relations in the nmodel are shownlto be reducible
to only two simltancous equations in two veriables, vizs, (real) incone
in the non-ogricultural sector and relative price of agriculturel goode
Such a derivation has been nmotivated by the need to have a simple view of
the deternination of the values of key variables of the nodel., viza,
incone in the non-agricul tural sector, relative price of agricultural
good, &bsolute prices of two goods and‘rate of interest. The results have
been obtained 2lgebraically, but a graphical exposition has also been
added.

Finally, the section on comparative atal’cs establishes four
propositions with the help of a few additional assumptions, It is shaown
that an increase in the (net) autonomous demand for non-ggricultural good
or an increase in the bhase money raises income in the non-agricultural
sector and relative price of agricultural good‘(and also absolute prices
of two goods). An increase in the autononous demand for agricultural aood
increases its relative price, but reduces income in the non-agricul tural
sector. Finelly, an increase in the(real) income in the egricul tural sec-

tor raises income in the non-agricultural sector.
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Part I1 of the study consists of Chapters 5 to ' and is devoted
to the empirical investizotion of variocus structural relations of the
nodel. Chapters 5 to 7 report these rosults. A novelty of the theoretical
nodel as well as of the macroecononetric nodel lies in the disaggregation
of total privote consumption expenditure into two separate parts — one ou
the agricul tural goo‘& and the other on the non-agricultural goods So far
10 macroecononetric study on the Indian econony has such a breakdown.

- The final chapter (Chapter 8) presents the complete nacro-
econonetric nodel and discus&sleZrOperties (e.g., the time path of
endogsnous variables, stability of the nodel etec.). Comparative static

results are 2lso presented and it is shown that all the four propositions

stipulated in the theoretical nmodel also hold good empirically.

1.3 Some Linitation of the Model

The nodel is cast in terms of a two-sector division of therproduct
markets —- agriculture and non-agriculture (inclusive of services). For a
more rigorous investigation into interactions between prices and incones,
& more diseggregative schema of the following type may be suggested._ Firs‘g,
the agricultural sector.may be divided into at least two subgectors, viz.,
food, and raw noterials for industry, _S:imil erly, the’non—a-gricultural
sector may be divided into mamfacturing and services, in the first

instance. The latter nay be further diseggrezeted into services related
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~

to production (e.g., trade, transport, comrmnication and banking) and
services noinly of the nzature of final use (e.3., professional, personnl
and goverment aduinistrative services)gf Theilast brezkdown would be
worranted by the fact that a najor pert of the services turned out by the
fornor grouﬁ enters commodity production in the agricultursl and nawface
turing sectors as inputs, so that prices of these sorvices have obvicus
besrings on prices of these products; such relationships are, however,
negligible for the latter group of services.

It nay not be very difficult to meke an extension of our theore-
tical nodel, incorporating the kind of disaggregation suzgested above.
However, the construction of the eﬁpiric&l counterpart of such & modél
will pose almost insurmountable difficulties, especially in respect of
the availability of the requisite data, This is the primcry reason for
- which we have refrained from building such a large systen. However, even
our-limited disaggregation serves our basic purpose, namely, that cof
denonstrating the interaction between prices and outputs of two scctors
as well ag their interactions with monetary variables.

Another unsatisfactory fecture of our model is thot the nonetary
and banking sectors of the econony are treated at a highly aggre ative

level. Here too, a detailed disagiregation is desirable.

-

8/ See Kuzmets (1959, p.44) and Mukherjee (1969, pp. 147, 153-60).

’—“‘"—',fu-w-———‘ﬂ "

ﬁmu?\\ '

7T | Bad NG\
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Fourt iy, Uk have kept a few balancing equations of the overall
systen in the backzground of the formal nodel. For example, the nodel |
brings in e:qyo;:ts and inports, but not the balance in the foreisn sector
teken ag 2 wheles &lso, ne discussion is nade about the balance of the
zoverment budzet. A1l this peans _the,t it is being inplicitly assuned
that the net inflow of foreign loans, changes in foreign exchange
reserves, govermient instruments like deficit financing, open norket
‘operations ctc. Will take care of these balance relations.

should _

Finally, it_[b-g,;'recognised thot the nodel offered is of the
tdescriptive! variety and not = 'gdfioy' nodel. Of course, by inter-
preting any exogeunous variable of the nmodel as a 'policy' or 'instruncnt'
variable, one nay derive the corr'esponding policy inmplication from cur
comparative static analysis. However,WR have not explicitly dealt with

such interpretations.
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A Glossary of Hotations
Used in the Study-

The superscript 'it to & letter vrofers to the sector in
questicn — 'a' for agriculture cnd 'n' for non-agricul ture.
i . . .
P s price of the good of scetor i.

a
P ¢ relative price of ngricultural good (= E;;O.

Y : (real) income originoting in sector i (at factor cost).

il output of sector i (net of its own-irput use),
neasured ot . private consumption denend for the good of sector i.
in terns i
pi gl (real) indirect taxes less subsidies in sector i.
of . ‘
‘ E' ; export of the good of sector i.
Fo: ipport of the good of sector i,
ij . ) i el
xHds internediate use of the good of sector i in
_ sector j, (i 4# 3, i, 3 = a, n).
i
¢ agiregate demand for the good of sector i.
18 Bh s change in the to%zl (private and govermment)
neasured
stock of agricultural good.
in terns
of P2 Qa :  {net) autonomous demand for the agricultural
good ( =ASA + BY L),

1/ These notations are used in both Part I and Part II. Some
additional! notations are used in Part IT only which are explained
there. Further, a few other notations are used here and there,
which are explained in specific contexts.
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GC ¢ goverment consumption demsnd for the non-

agricultural good.

GL ¢ govermment investnent demand for the non-
measured 2gricultural good. |
in teros i .

= private investment demand for the non-agricultursl
of P

good (inclusive of inventory charge) by sector i.

Q" e (net) autonomous denerd for the non-agricultural
good ( = I® + GC + GI + E? _ 79,

T s aggregate (real) inccme ( =PY® + YD,

T : aggregate money income ( = P2 Y& + PR Y0y

M s (umborrowed) base noney {currency with the
public * required and excess reserves of
commercial banks — borrowings of commercial
barks from the central bank).

r ¢ rate of interest.

anount of non-agricultural good required as

W

internediate input per unit of agricul tural
income ( = Xm/Ya‘)a

u° supply of money.

Md demand for money.

Apart from these, we shall use some standard notations for pd.rL_.,B,]_

derivatives of a function. Thus, for example,

k
G : . : .
¥’"x i partial derivatives of a function G or C—k
kK : ) i
Gx : Gx : with respect to its armuments X, xt and x,
i i s ‘
" le : respectively.
r? p i
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Chapter 2

QUANTITATIVE STUDIES ON PRICE BFHAVIOUR
IN INDL& : A SURVEY

2.1 Imtroduction

e

The studies on the behaviour of prices in the Indian economy are
quite large in mumber, although many sre not 'purely! econometric in
nature. The present survey intends to discuss not merely studies of
"purely' econcmetric nature, but also a few important quantitative works.

The various studies on the behaviour of prices in India can be
classified broadly into tlwee groups., One group deals with only the general
price level, i.e., the average level of prices of all goods (and services)
taken together, The basic explanatory variables in these models are some
global magnitudes like money supply, aggregate demand, aggregate output
etce A second group of studies, on the other hand, takes up some crucial
comporngnt of the price structurelfar detailed analysis. A mumber of such
studies concern the price of foodgrains. Such gtudies merit attention.

For, as we shall see later, prices of foodgrains or, generally gpeaking,
of all agricultural crops (both foodgrains and industrial raw materials
like oilseeds, cotton and jute fibres etc.) are supposed to be an imper-
tant determinant of the inflationary pressures in an undarleveloped
country like India. In fact, nearly half of the national income here

originates in agriculture; (the weight assigned to foodgrains in the
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official index mmbex of wholesale general price with base 1952-53=100

is a8 much as 23,3 per cent). In antrast to the above two groups there

are worke which analyse prices of different goods separately and also

study the interrelationship among them. Some of the mocroeconometric

nedels which have been developed for India come under this category.
Before entering into a discussion of these studics we shall first

refer to some important controversy on the theories of the price level

determination.

2.2 Theoretical Comtroversy : Demand-Pull vs. Cost-

Push and Keynesian vs. Quantity Theorie 1

Upto the late forties economists generally agreed that inflation
was typlcally a manifestation of the phenomenon of excess demand. That is,
prices rose because demands for goods and services outpaced their supplies.
However, the co-existence of inflation and unemployuent in many countries,
particularly since the Second World War, gave & jol% to the earlier belief
as this meant the persistence of infl ationary pressures even in the Situa-
tion of deficient demand. The experience ultimately led to the birth of a
riﬁal theory — the sd~cailed cost-push theory of inflation. The theory
agserts that, in practice, prices are rather administered and are lisble
to increase whenever there ig any increase in costs of production, even

when excess demand is abgent.

L/ A survey of various theories of inflation can be found in
Bronferbrermer and Holzman (1963) and Johnson (1963).
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Within the demand-pull theory itself there is a further debate as
to the relative appropriateness of the Keynesian theory and the quantity
theory. Starting with the proposition thet the aggregate imcome is equal
to the aggregate consunption and aggregate investuent,the Keynesian incone
analysis postulates that it is investinents (and other automomous outlays
like govermient expenditures) which are the principal determinants of
aggregate income and hence that eicess demgnd emerges whenever real invest-
nent exceeds real saving at the existing price level. The quantity theory,
on the other hand, focusses its attention on the quantity of noney which
is supposed to determine momney incomeé and hence aggregate nonetary demand.
This theory then holds that whenever the quantity of money increases,
prices of goods and services will be pushed up if their supplies do not
lincrease sufficiently.

#ith this brief introduction to the rival theoriesg/ of price
deternination we shall go to examine how these theories, developed
generally in the context of developed countries, have influenced the

studies on Indian infiation.

2/ There are other theories of inflation, e.g., the 'sectoral demand
shift' theory of Schultze (1959) . According to this theory, in g
dynenic economy demand keeps shifting from sector to sector and
hence prices rise in the sectors toward which demand shifta. However,
since prices do not decline in the declining sectors owing to the
downward rigidity of such prices and wages, an upward trend in thke
price level is observed even when a gencral eXcess demand is apsent.
See Bronferbrenner and Holznan (1963 ) for coiments on this theory as
well as discussion of other theories.
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2.3 lodels of the General Price Lovel

We shall first consider a few writings which take the quantity
theory as their ba.sicltheoretical franework. Let Msbe the quantity of
mdney, p, soae index of the general price level, y, real national incone
a.nd‘ V, the incone velocity of monejr. Then fron the definition it follows
“that

{2.1) WY = Py

A versioné/ of the qlzé.ntity theory holds that changes in y are rather
independent of Jt',‘hose in Mand that V is a constant, being deteruined by
'~ such institﬁtional factors as payuent practices and the like which change
only in the long run. In this case, an increase in M raises total expen-
ditures on goods and services and hence the uoney income. It then pushes
up n, if y rewains constant or at least does not increase in the same
proportion as u°.

The idea that some form of the quantity theory is applicable to
the Indian economy is rather popular. As for example, to quote Ball (1965,
p. 146), "lonetary adjustnent in India nay be of the quantity theory type".
Chandavarkar (1963, p.1402) also writes, "The comparative stability of
the ratios of gross and ret money supply to national income in India (or
its reciprocal, the income velocity) is noteworthy". Similarly Shah {1962) ‘
observes that over the period from 1948-49 to 1958-59 a simple relation-

ship between the stock of wmoney (inclusive of time deposits) and incone

3/ For a summary of the different versions of the quantity theory,
see Friedman (1970).
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19 stronger than that between the autonomous expenditure (defined as the
sﬁm of private investment, govermment deficit and the balance of trade)
and income. Iyengar (1969), covering a few nore years and following the
nethodology of Friedman and lMeiselman (1963}, arrives at a similar result
that the stock of noney explains consunption better than autonomous
expenditure.

Friedman (1963, pp.2-4), the chief expoment of the quantity
theory, in fact comments that the inflationary pressure over the Second
Plan period in India has to be explained in ternms of g higher increase
in the stock of money relative to real income while a lower rate of
incréase in the stock of money relatively to output accounts for the
downward movement of all prices during the First Plan period.

However, the quantity theory is too simple to giwe a full picture
of the course of price movenents. For one thing, this theory does mnot
portray the actual process of price detormination., In a recent empirical
study Bhattacharys (1971, Ch. 3), following the methodology of Friedman
and Meiseluan (1963) with a few nodifications, concludes that no clear-cut
Judgenent can be passed regarding the relative stability of the two
éheories — the quantity theory and incone-expenditure theory — as both
money and autononous expenditure are seen to explain consunption wvery
clpsely. Thirdly, as Chakrabarti (1970) argues, the increase in domestic
product cammot be said to be, in general, independent of the increase in
the stock of money, especially in the present Indian .context where the

increase in the latter has bheen due primarily to the govermment's


http://www.cvisiontech.com

21

Ingbil ity to finance the totai Plan outlay by non~inflationary methods.
Finally, as our relation(2."implies, whether changes in noney supply
will predict faithfully the changes in price and/or those in money income
wiil depend very much on whether the income velo;:ity can be regarded as
stable in the Indian econony. Now, as Agarwala {1970, pp. 38-91) observes,
_over the period from 1901-02 to 1961-62 the incone velocity of money
(defined as the ratio of national income to money sSupply) showed a
dowzward trend. He attributes this declining trend in velocity to the
increasing degree of monetiration in the econony. As the non-monetissd
income flows are being drawn into the moneticed sector, Agarwsle argues,
money has to cover a wide area of economic transactions for the same
level of income and consequently, the income velocity goes down. In his
own nacro-nodel Agarwala however takes the stock of noney a8 the principal
deterninant of woney income. The study of Prasad (1969, pp.53-4), on the
other hand, seeus to contradict the argunents of Agarwala. Prasad
observes that even when the monetized couponent of national income is
conéideréd as the relevant income figure, the income velocity over the
period 1951-66 showed no less fluctuation than the money supply itself.
In fact, the ccefficient of variation of the anmnual percentage change

in the ratio of monetined income to money supply is much larger (218 per
ceﬁfg) tﬁan that in noney supply (74 per cemt). In a later study-

- Merwah (1972) also observes that the incone velocity is not a constant,

is thus corroborating
'butlsignifioantly affected by interest rates, ‘_i the Keynesian theory
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e tlus see yna.ii.. sope of-ihe pasic aﬂﬁvm?ﬁ‘i:‘_.,us- of the quantity
fpoory gre not fenable on the emp%.rica.l ground 4-/ On the other extrene
vithin the demand-pull theory lies the Keynes~type model where demand and
gmoone pre deternined by autonomous expenditures, Usually, the Keynesian
il tiptder theory is -supposed #o be applicabie in an econpmy operating
below full erployment. In such an economy an increase in, Sa;y, investnents
raise mainly the output, (some increase in prices may occur, of course) .
However, once full employuent is reached, any increase in expenditure will
raise only prices and nmoney income.i/

)

The model of Raj (1966) follows the Keynesian approach upfo a
cérta.in externtsRa) assunes that both sources of supply of output, i. e.,
domestic production and imports, are exogenously determined every year and
that prices adjust so as to equate demand with supply. Raj develops two
mo.dels, one for the (relative) price of focdgrains and the other for the
gencrel price level. In the latter model changes in aggregate money

denand (D'{) are agsumed to be determined by changes in 'autonorious'

nongy outlay (Q’) which are taken to be the suu of govermment expenditure,

4/ At this point we may point out the study of Prasad {1969) which suggests
that the impact gf money supply on an underdeveloped economy can be
traced only when one considers two other additional assets, namely,bond
and the stock of gommodities. Thus ina miltiple regression equation

he finds that the general price level is related positively to the
stock of money and inwersely to the stock of gommedities, The argument
for the latter result seems to be that a cet. par. increase in the
stock of commodities alters the agsset structure and hence requires a
fall in its price so as to induce the people to absorb this extra stock.

5/ See Keymes (1936, pp.118-19, 295). A fornal nodel along this line is
developed in Goodwin (1947). In a later work Keynes (194R, pp.61-70)
himself set out a mpdel of inflation, although with vex! argunents.
See Mmiti (1972) for a formalised version of the last model.
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- gxport earnings, expenditures on domestic capitel goods and the 'active
inventory accumzlatioréz It is further assumed that the nmerginel propen-
sity to coﬁéume (c) is 0.75 -a.nd that there are time legs in the working
of the multiplier, only three or four rounds of expenditures being comple-
ted in a yearI{

Let 2 Q" be the change in autonomous outlay in the current year
(over the previous year). If now r rounds of expenditures are aompleted
in a year, the total change in noney outlay in the current year {over

the previous year) will be given by
’ =
(2-2) a D ) (1 4+ C + 02 + ase + cr 1) & Qf + Or A :D:.1

where A D:] represents the corresponding figure for the previous year
and the last tern in(E.Z)represents the changes on account of the lagged
multiplier effects. It is now =ssumed that D/ in the year 1949-50 equals
the value of the aggregate supply at current prices (S’) in fhat year.
For ea#h succeeding year the aggregate demand (I)f) is then computed fron
the équation (2.2) given the time series observations on L) Q’I. The supply
of gopods and -services (8) in any year is evaluated at the price of the

pPRevious year (p_1) and is obtained from the data on domestic production

6/ 1In the model of the price of foodgrains Raj estimates the change in
the per capita demand for foodgrains by applying an income elasticity
of 0.45 to the observed change in per capita income.

_7/ Raj does not formalise his model. The formaliretion presented here
'1s made on the basis of his calculations of demands, supplies and
perket clearing prices each vear.
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and hmpbvts¢-8ince J is essuned to alter to the extont required to
equate real denand with real supply, i.e., D/[b = S/p_q, the estinated

change in p is given by

Raj derives two series éf predicted prices corresponding to the
alternative specifications of r = % and r = 4 and obsarves that each
series noves closely to the ectual series, the series corresponding to
r = 3 noving somewhat closer.

Raj's nodel provides a major alternative to the quantity theoretic
explanation of the genersl price level. However, the model itself is mot
free from linitations. ppart from.some basgic inconsistencies between his
stated assunptions and his final model as has been pointed out by
Harris (1969), a-few other shortec.in;s can be mentioned. as for exarple,
the quél does not exﬁlain what determines the supply of goods and services
or how the equation for estimated price will change if the autonomous
.outlay influences not merely nmoney inccne but the output as well. Further,
all prices need not be subject to forces of denand and supply in an
identical manner. As we shall see later, there are studies which aSsert
that cost elements are no less important in deternining some sectoral
price and Rej pays no sttention to this aspecf.

The last paint brings us to the 'wage-cost mark-up theory'! of

Weintraub {1965, Ch. 4) which may be classified in the group of cost-push


http://www.cvisiontech.com

25

theory. Wednt=tub postulstes thai soles prooseds (py) con be oxprossed
as a multiple k of wage paynents

(2ed) Py =kwi
where w is the average wage per guployee and N is the'number ¢f such
employeess Since y /N is the average output per enployeg, k is ecsily iden~
tified as the average mark-up over unit labour costs while 1/k is the
share of wages in national incones Now as long &s k remains stable, a rise
in unit waze costs will lead to an equiproporticnate rise in p. Weintraud
{1965, p. 62) observes a very nildly rising trend in k in India during the
period 1949~63, its value varying within a nérrow range between 2.52 and
2039+ In view of this stability in k, Weintraub argues that the risc in
labour costs by stme 23 per cent bgéﬁéen 1955 and 1963 provides the nojor
explanation of the inflationary pressures during this period.

However, Weintraub's theory is too simple ninded. Further, nany of
his figures 2re obtained with the help of arbitrary assunpticns and statis-
tical calculations are nostly of an elcuentary ncture., Finally, os
Chakrabarti (1970) comments, & mark~up pricing hypothesis appears to be
highly inmplausible for the agricultural sector in India where prices are

known to be highly sensitive to forces of denand and supply.

2¢4 Models of Price of Focdgrains

Two broad points enmerge fron a survey of the varicus ncdels on the

the behaviocur of price of foodgrains§{ First, all of the nodels assune,

g/ There are sope differences smong the nodels thenselves. As for exammle,
sone nodels discuss only the price of ceresls or those of selected
crops within cereals group while & few others consider the price of
foodgrains as a whole. Again, a few nmodels (e.g., Raj, 1966 ;
Chokrabarti, 1970 ) atteupt to explein the relative price of foodgrains
in terns of either the general price level ox» the price of mamifoctures
while other nodels study only the absclute price of foodgroins,


http://www.cvisiontech.com

26

!

explicitly or dmplicitly, thet the price of foodgrains is deternined by
the forces of both demand and supply% Secondly, only Raj (1966) and
Mellor and Dher (1967) derive independent estinates of demand for food-
grains. Thus, given the price ela.s;;c-:ity ¢f the denand and the estinate
of per ocopita supply, Raj estinates the price chanie required to equate
the per cepite demond with supply. Other nodels, on the other hand, work
with reduced forms in which the price of foodgraing i_s shown to vary
positively .wi'th its demand and inversely with its supply (in a multiple
regression equation). In the latter group of models the influence of

denand has been neasured either by real national incone (Thanarajokshi,
19702, 19701), or by redl incoue in the non-agricultural sector
(Chakrabart 4, 1970} Divatia and Pani, 1968) and/or by financial varicbles
like noney supply end other liquid assets (Divatia and Pani, 1968;

Herrpan, 1964; Mellor and Thar, 1967; Ray, 1972).
2.5 Price Relations Imbedded in ‘Macroecononetric Models

The nodels -we have reviewed so far 2re really inadequate for a
proper understanding of the inflationory procesls in an underdeveloped
country like Indie. &s for exanmple, regarding the nodels discussed in
Bection 2.3 cne may point out that a single theory — either the cost-push
or the denand-pull — need not be velid for prices of different sectors
and hence for the general price levels It is usually argued that

prices in some {e.g., agricultural) narkets respond rather casily

9/ Velayudhen (1967, ppe 752-55) observes that the substantial rise in
prices8 of foodgrains in the Second and Third Plans is only}refléction
of the persistent gap between the supply of and demand for foodgrains,
the latter being generatdby the growth of population, the rise in
per capita Incope and the increfse in urbanisation,
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to disturbances in the conditions of demand and supply while other

pfices (esge, those of mamfactures) are usually cost—determinedlgz Thus
e,ve'n an explanation of the general price lewel calls for sepérate analyses
of pi'ices of different sectors. The Sectoral disaggregation of the econony
is warranted on another ground to%g/As the income and price elasticities
of denand for vasrious goods and services differ considerably, the
general price level will be deternined not so much by such global
nagnitudes as aggregate demand, aggregabte output or the money supply,

but by the actual composition of demand and supply. In fact, an analysis
of the 'micro'! aspects of price formation and of changes in the structure
of relative prices night be nore relevant in understanding the infla-
tionary process than emphasisiﬁg cnly the nzcero varisbles. From this
stand point the nodels dealing with the price of foodgrains gare pointed
50 a right direction, but they are omnly partial and studies in at least
w0 other directions are required before one can have a full picture of
the inflationary situation. The first involves the examination of the
interrelation between price of foodgfg&_}_ngs and other prices. It is usuelly
argued that once price rises in sone sector, there operate in any
cconomy certain forces which propagate these pressures throughout the
econorys We heve so often heard of the mechanisn of 'wage-price spiral!t,
Such prop'agation elenents need not be less important in an underdeveloped

econory. In fact, here prices of agricultural goods — foodgrains and

industrial raw naterials - may initiste the process, the former

10/ Sce, e.gy, Dueserberry (1950), Ackley (1959).
11/ We may also recall the discussion in Chapter 1.
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iﬁdirectly (through their effects on wages) and the latter directly
affecting costs of production, and hence prices,'of irdustrial goods.
Secondly, an analysis of the imteraction between prices and outputs of
different sectors is also important. It is sometimes argued that higher
the price of foodgrains higher will be the proportion of consuners!
incone which will be spent on such products (25 the demaﬁd for theso
products are usually price-inelastic) and hence lower will be the
expenditure on the other product#[ An interesting study by Krishnan
(1964) scems to support this argunent. On the basgis of quarterly as well
a8 ammal data Krishnan finds a strong inverse relation between cloth
sales by the organised textile nills and the price of foodgrains. In
a double-log multiple regression equation in which the price of cloth
and national income sre introduced as additional explanatory variables,
he finds that a 10 per cent rise in the price of foodgrains reduces the
cloth sales by alnost the same percentage. Krishnan rationalises such a
result by arguing that the incone effect of a rise in the price of food
grains on the demand for cloth is presumably higher than its substitution
effect and hence that as the non-agricultural sector experiences a fall
in reé,l income owing to g rise in the price of foodgrains, the demand
for clo{;h goes down.

The aforesaid discussion suggests that an analysis of price
behaviour in India has to be nade in s framework which not only allows

for the separate treatment of important prices and for the endogenous

12/ See Sovani (1961, pp.304-05).
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deteruination of such variables es outputs, demands ctc., but also makes
the investigation of interrelation between different prices and outputs
an integral part of it. Thus 1. .crozcononetric nodel disaggregated into
at least a fow éectors is the basicframgrork in which the inflationsry
mechanisnm is to ba studied.

4 nuuber of i .wroeconometric nodels has slready been built up
for indie. However, some of these nodels (e.g., Krishnamurty, 1964b;

Bhat tacharya, 1971) do not consider any price varieble and hence remain
outside the purview of the present survey. On the other hand, the freat-
ment of prices in Some other podels (eeze,Choudhry, 1963; Choudhry and
Krishnasurty, 1968; Mermen, 1967) is very unsatisfactory, never going
beyond the explanation of the general price level and that too in a
simple fashion12{ Cur discussion will therefore be confined to only four
nodels —~ those of Agarwala (1970), Chakrsbarti (1970), Merwah (1972)
and Nerasimhan (1956).

4 survey of these four nodels reveals that despite some sinila-
rities they display considersble differences with respect to both the
structure as well as the degree of disaggregation, As for exauple, mnodels
of Warasinhan and Marwah are built around, roughly speaking, a Keynesian
framework. However, Marwah considers s detailed disaggregat ioh of imports
and prices but deals with only the agzregate exports, aggregate (private)
consumption and agzregate (private) investnents Narasiohan, on the

other hand, considers a two sector division of the economy into consuner

Jé/ 4 survey of these models can be found in Desgai (1973).
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good and investment good. He aldo separates out the individual impacts

of different classes of income (e.g., non-farn labour inconme, farm income,
profits of both corporate and n-on-corporate enterprises) on the agsrezate
consumption and investment expenditures.

Agarwala's nmodel, on the other hand, provides one alternative to
the Keynesia;n theory of 'demand deternirii-output!. He has taken the
model of Arthur Lewis (19%4) with unlinited supplies of labour as his
franework, His disaggregation is according to the agriculture-non-agricul-
ture subdivision. The agricultural output is deternined jointly by the
capital stock in this sector and an exogenous variable, rainfall. Agri-
cﬁltura._l outpuﬁ then determinés the surplus of food which gives employ-
nent in the non-agricultural sector., Combining this employmert with the
capital stock in. the non-agriculturasl sector a Cobb-Douglas type produc-
tion function then determines the output in this sector. The impact of
denand elements works only through investment functions in the two
sectors which depend on disposable incone and prices and which give the
capital stock in the respective sectors-in the next period.

In contrast to the above ﬁhree nodels, the model of Chakrabarti
takes all other variables apart from prices t¢ be exogenously determined.
In this sense i¢ camnot be called a full-fledged :.wroscononetric nodel.
Its only motivation is to explain the behaviouﬁ: of several sectoral prices
and their interfela.tion. The cereal has been taken to represent the agri-
cultural food item while mamufacture is the representative item in the

non-—agi:icultural sector.
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The nodels display one sinilarjty regarding the theory of non-
agricultural price. They imply that the price of mamufacture follows
certain 'nark-up' rule. Such price is supposed to be set either on the

of only costs as in the model of Agarwala or on the basis
basig/ of both costs and demand. The labour cost is the cost element
common in all works. Horever, Chakrabartl and lfarasimhan include also the
costs of raw materials while Msrwah brings in price indices of iluports
and foodgrains, in addition. The proxy variables for neasuring demand
sre however differcnt in different nodels. Marwah takes for this purpose
the ‘capa.ciﬁty utilizabion rate in the mamifacturing sector while Narasinhan
uses the level of oufé',put. Chakrabart;, on the contrary, -empioys per capita
money Supply to account for the obéervod rigsing trend in the ratio of
nark-up over cost,

The sipilayity in these node-ls can be ascertained also in respect
of the mechanisn by which food prices affect other prices. First, the
cost of living is shown to depend either on the agricultural price alone

the model of
as inéggarwala or on food prices and prices of other goods as in models of
Chakrabarti and Marwah. The nonsy wage rate in industries is then shown
to be governed by the cost of 1iving. HNarssinhan, however, relates the
ﬁage rate directly to the pricé of consuner good. The rioney wage rate
then provides the labour cpsts of industrial production.

The theory of the determination of agricultural prices is however

: .prices
dissinilar inthese nodels, Chakrabarti and Marwah both assume that Hof
agri;gul."bw&], orene (the price of foodgrains as well as the price of

induetrial paw peterisls) are deternined in a competitive market, being
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subject to the forces of both demand and supply. There is a difference
between then, of coursg. Chakrabart{ holds that the production fumki
SHIFIUE AT EI0RY of cereals and the relative price of cereals (in terns
of price of namfactures) in the preceding period determines its narketable
‘Surplus while non-sgricultural output generates the demand for this surplus
Thue the relative price of cereals is shown to be deternined by its pro-
duction, non-agricultural output and g lagged relative prioe1—4( This
felative prige, in conjunction with the price of manufacture obtainesd
separately, then helps to deteruine the price of cereals. Marvah, on the
other hand, deals with the absolute price of foodgrains which is determined
by its one year lagged value and the excess demand for foodgrains (as
neasured by foodgrains inport). On the other hand, Narasinhan does not
consider any internal demand variable and explains the farn price by farn
nuoduciion and the foraien mrico leval.

Before g.oing to discuss the deternination of agricultural price in
Agarwala's nodel we have to say something about the treatment of the
general price level in these nodels. Chakrabarti and Narasimhan explain
sectoral prices separately and then obtain the general price level from
these sectoral prices. On the contrary, Azarwesla adopts a quantity theoretic
framework in which the behaviour of noney income follows that of money

supply. Given the outputs of the two sectors determined by their respective

. ———————_ A .

14/ Chakrsbarti also includes a fourth explanatory variable, the percen-
tage of output of cereals procured by the goverment, to capture the
ivpact of goverrment distribution of cereals at subsidised prices.
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production functions, the role of noney incoize is then to determine the
general price level. Next, the definitiomal equation eXpressing the
general price level as a weighted average of agricultural and non-
agricultural prices deteruines the azriculiural price, as the non-
. i ) . nlé/
agricultural price is obtained fronm a separate.equatio . The seneral
the nocel of
price level iqéwbr*ah is however showm to be the resultant of three sets
of forces — genersl denand and supply conditions (as neasured by the
. .16/ C
difference between the actual and 'safet- changes in money supply),
the pressure in the food sector as reflected in the price of foodgrains,
and external forces as indicated by the inport price level. The strongest
impact is however seen to be exerted by the price of foodzrains. The rcle
of the definitiocnal equation ziving the general price level as a weighted
average of sectoral prices is here to deternine the prices of niscella-
neous itens.

"hatever be the nerits of these nodels, none of then can be said

to be above linitations. To take up the model of Merwah first, the initial

15/ e emphasise that various relations in each model are sinultaneous
and hence any one equation camnpt be said to deteriiine a specific
variable. 8till a partial analysis of the kind pursued here is not
nisleading since the prinary motivation of considering a particular
equation in a model is to determine a particular variable.

16/ The 'safe! change in noney supply ( Q»RF) is defined to be that
change which preserves a stable price level in the face of changing
output and incone velocity, ilea.,

a
\ (V)
where the subscript 0 refers to the value in the base period and the
symbol A %o the change over the base period.
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condition with respect to the inventory stocks in mamfactures and credit
availability deternines the utilisation rate of the aggregate productive
capacity (the equation (24) in her model). Adjusting the level of the
existing capital with the capacity utilisation rate, aggregate outpui is
next cornputed from the production functioﬁ (the equation {1)). This is
shown to deteruine agricultural output, on the one hand,and, in conjunc-
tion with the general price level, the value of the aggregate output, on
the other. The toital demand is however generated by agzregate expegnditure
flows such as consunmption, investment and merchandir. e transactions in the
foreign sector which are assurmed to depe.nd on variables like aggregate
output, population, domestic prices relative to foreign prices etc. The
national income identity in this nmodel however is used to measure the
disequil ibriun gap between the value of aggregate demand thus generated
and the value of aggregate supply. This gap is dencted by H which is
shown to be the sum of government current expenditures, net exports of
services, net foreign income and investment in inventories. The resal valusz
of H is then fed back into the system_as‘an explangtory variable in the
equation (no.(36) in the model) determining the end of period inventory
level in the namufacturing sector. An unintended depletion or replenish-
pent of inventory stocks thus observed together with noney market conditions
deternines the capacity utilisation rate in the following period as shown
in her equation (24). The latter now gencrates a new level of supply and

the whole system starts moving once again.
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Several questions may be raised against this basic structure.
First, in view of the fuct that H represents mainly the expenditures on
servicesll{ it is difficult to argue~Fow the real value of H will directly
affect the stocks of mesmmfactures. This nay be one of the reasons why H is
not significant in her equation (36) which has # very poor fit in general:
(its §2’ ises, tThe coefficient of multiple deternination adjusted for
degrees of freedon, is only 0.45). The equation (24) in her model deter-
mining the capac;ty utilisation rate has also a very low ﬁg (0.41 oniy}.
Secondly, in view of the fact that agricultural output here depends
prigarily on weather conditions, it will be stretching the imagination to
argue that the capital stock and demand in the preceding period affecting
current capacity utilisation rate would be the only force guiding current
agricultural output., Eur£her, one nay also question whether dewand for
foodgraing should be taken as a function of its absolute price-as Marwah
has done (her équation (26)) or the relevant variable, on theoretical
grounds, should be its relative price. Onc wmay also obJect to the method
of neasuring excess demand for foodgrains by its imports on the ground
‘that severe foreign exchange shortages (as India has been experiencing
since the Second Plan period) may 1limit imports and yet this does not
necessarily wean lower excess demand and hence lower price of fOOdgrains.

Considering the model of Nerasimhan one nay note that the model

-has been fitted to a period (1919 to 1952) during which most of the data

. -

jI/ It is to be pointed out that rost of the goverment current expendi-
tures are on wages and salaries.
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are mot available in organifed forn. Further, as Chakrabarti (1970) has
well noted, his equaticn for the farm price does not include any internal
demand variable like real income or industrial output. The point is perti-
ment since his farnm price includes alsc the price of industrial raw
naserials which are very nuch influenced by the domestic industrial pro-
duction. Finally, he completely neglects any impact of the nonevy supply
.on the econony.

If Marasimhem hes neglected any possible influence of monetary
variables on the prices, Agarwala attaches toc much importance to money
supply. In a two sector model in which the non-agricultural price is
deternired by cost conditions, the determination of the general price
level through a quantity theoretic framework then leads Agarwala to
deternine the agricultural price as a residual item fron the definitional
equation expressing the general price level as g weighted average of two
sectoral prices. However, cne feels that aé agricultural prices play a
crucial role in the inflationary mechanism, it should be analysed rather
directly and not indirectly as has been done by Agarwela. Further, ome maey
- argue that logicelly speaking, sectorsl prices should be deternined
separately and that the general price iével willrthen be obtained as an
average of them. This order has been reversed in Agarwala. The arzunent,
carried a bit far, may even cast doubt on the apﬁroPriateness of'thé
quantity theory in determining the general price level in a model involv-
ing more than one sector, particularly such heterogencus sectors as

agriculture and industry. Finally, the quantity theory is generally
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supposed to be applicable in an excess aemand situation., In view of the
fact that Agarwala's riodel does not contein any demand variable except
investrnents (which are again not directly related to nometary variables)
and that his non-azricultural price is determined by cost conditions only,
the quantity theory =ill be difficult to Justify in such a caselgz

So far as the explanation of the price behavicour in the Indian
econony is concerned, Chakrabarti's nodel appears fo be the nost satis-
factory one, Still a major limitation of this model is that it does not
allow for the cndegenous deternination of demands, outputs and incone in
varicus sectors. To this extent, the interaction between prices and out-
puts and their inmplication in a study of inflationary process have mot
been ziven proper attention. Further, the assunption of couplete price
inelasticity of douwestic production of cercals is not wholly convincing
as Chakrabarti hinself refers to several studies which have fﬁund such
price elasticity in respect of several crovs. Finally, although the
irpact of money supply on different prices is considered in the nodel,
the nechanisn is not explicitly stated. In fact, he has not gone to see
whether mdnﬁy can affect the @conomy throuzh sorie other orthodox route
(@ege, the Keynesian route in which money supply influences prinarily the

rate of interest which in turn affects investnent and hence outputlg/).

18/ Chakrabarti (1970) notes sone other unsatisfactory features of
Agarwela's niodel.

12/ The work of Bhattacharya (1971) suzzests that such a Keynesian
theory yields satisfactory results for the Indian econony.
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To conclude this survey, we montion that there are several inbte-
resting points in the models developed in the context of the Indian
economygg{ But many of thew are subject to several limitatioms. We feel
that a satisfactory snalysis of the price behaviour in India can be
carried out even without considering such a large number of relations
as.in Marwah (1972)._On the other hand, geps are to be filled up in Ssuch
nodels as thoge of Raj (1966) or Chakrabarti (1970) by say bringing in
demand and income or output as endogenous variables. Thus there is room
for yet another nacroeconomctric model for India whose primary motiva-
tion will be to analyse sectoral prices in coursc of interaction among
prices, oui;puts and monetory variables. And this is what is proposed

to be done in the present study,

gg/ Another macroeconometric model has come up of late (Pandit, 1973).
To comment briefly on this nogel- many a4 point of limitations noted
in Chapter 1 is also appliczble to this nodel, For instance, so far
8s the demand aspects of the economy are concerned (ee8s , consump-
tlon, investnent etc.) the model is agzrezative, being of the one-
sector variety. lMoreover, although the model contains some price
variable, these are shown to affect no demond variables except
imports. Further, variables (like factory erployaent, prices of
raw materials, index of industrial profits etc.) which are
influenced by endogzencus variables like industrial output,
have been assumed to be exogenously determined.
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Chapter 3

AN ANALYSIS OF MOVEMENTS OF PRICES
AND OUTPUTS IN INDIA

3,1 Introduction

Inrthe preceding o apter we have referred to some debates which
centre around the possgible causes of inflation, e.g., the so-called
demand-pull and cost-push controversy. These debates have been prevalent
mostly in the developed countries. Since the middle of this century a
controversy of a different nature has, however, been raging in some of
the underdeveloped countries of the world, particularly in Latin fmerica.
In fact, the Laiin American inflation arguments seem to have polarised
economists into two broad schools of thought ~— the so-called 'monetarists®
and "structural ists"., "¢ sliell not, however, digouss this controversyl/here.
Rather, we shall summerise only the structuralist thesis here. This is

motivated by the fact that some of the structuralist factors appear

1/ The literature on these two schools of thought is quite extensive.
One of the best analytical syntheses of the structuralist school is
supposed to be Beers (1962) which also contains a biblio rephy of the
earliest structuralist writings. Other writings in this school are
Seers (1964) and Pelix (1961). Several structural characteristics of
inflation have been noted in Maynard (1962, Chs. 3, 9), although he
does not seem to be quoted as a structuralist. The economio growth
in several countries has been viewed critically through the structu-
ralist eyes in several writings like Grunweld (1961, 1964),

Mieller (1965) and Sunkel (1958); the last mentioned article is
supposed to be the first systematic exposition of the structuralist
school. The monetarist srguments are presented in the following
writings : Campos (1961a, 1961b), Dorrence (1964). Baer (1967)
provides a survey of the monetarist-structuralist controversy in
Latin America.
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relevant when one looks for possible explanations of inflation in the
Indian economy. That this is so is sought to be pointed out in our subse-

quent discussion of price movements in India.

3.2 The Structuralist Thesis

The nucleus of the structuraslist argument is that the Latin
American countries'have entered the era of industrialisation burdened
with 8o many structural rigidities. As the development effort proceeds,
a part of these rigidities is manifested in inflationary situation all
arcund,

The process of industrislisation leads to inereases and changes
in the structure of demand. The set of factors inducing these changes
comprises, first, an expanding population, second, the process of urbani-
sayion, third, increased per ceplta consumption due to rising incomes,
end, finally, changes in tastes. These changes will put pressure on t-e
structure of production. If now the structure of supply is not suffi.
ciently flexible to adopt itself readily to these changes in demand .
the economy will be exposed to inflationzry pressures.

The supply bottleneck which receives a large attention of the
structuralists ig the inelasticity of the supply of agricul tural goods.
The growing demand for food gene;ated in wake of industrialisation,
urbanisation-and expanding population will lead to rising relative

grice of domestically consumed food products. But unlike what is
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expected to happen in a market responsive sectcr, the rise in food prices
will not provoke a strong response from food supply. The trouble lies in
the agrarian structure of the Latin American countries — a structure in
which land holdingas are highly unequally distributed, being characterised
predorinantly by a2 very sm2ll number of 1atifunciios (very large farns)
and a very large number of minifundios (very small farms)-z‘./ None of these
forms will however respond to increased demand in the manner of profit
maXimisation. The large fa.rmsA lack the 1nitigtive to do so, most of them
belng run by hired managers and the smajl farms\lack both capital and

x

other inputs to raise agricultural productivity as they are often too

AY
snall to earn even an acceptable minimum level of living. Thus with a

lack of supply response from agriculture, the food shortage will result
in increasing food prices.

0f course, inelasticities of dcmestic production will not pose any

—
-~

problem provided there are ample fox:eign exchange reserves and imports
can be obtained in unlimited amounts. However, underdeveloped countrics
usually suffef from acute balance of payments difficulties. This stens
frem the tendency of their demand‘for imports to exceed the demand for
their exports. The Latin American gxports consist | overvhelningly of raw
materials and foodstuffs. The demand for these goods is usually inelastic.
An sdditional contributory factor is the technological impro;\rement in

developed countries (e.g., secondary recovery of metals, use of synthetic

2/ An gecount of the agf-arian structure in Latin Agerican countries
can be foond in Carrell (19A1),
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substitutes etc.) which help to economise on the use of primary inputs
per unit of output. On the other nind,the incoue elasticity of the Latin
Americon demsnd for imports is Jenerally very high. This is particularly
true of the demand for capital goods, since domestic capital goods
industry is usually small. It is also true, howevar, of imports of such
luxury consumer itecus as nylon, wristwatches and cosmetics. All this

results in considerasble deficits in the bslance of peynents on current

e T

accounts.

The tendency for contimued balance of payments difficulties will
ultimately exhanst foreign exchange reserves and force these countries
to undertake import and exchange controls and/or devaluation. These
policies are inherently inflationarﬁ.

A third line of structuralist arguments centres around government
budget. The sphere of ﬁeceséary governnent activities has been growing
in rost countries, dus partly to the increased needs for such public
utilities as better road, port and transport facilities, power projects,
schools ete. and partly to the urgency of taking initiative in the
induétrialisation process owing to the absence of an experienced and
active entreprgneurizl class. Consequently, goverrment expenditures will
be growing. Yet, institutional factors make it difficult to expand publie
reverues. First, public revemues are subject to very considerable fluc-

tuations as they are highly dependent on external receipts (i.e., custons
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duties and taxes on profits of exporting companiesi/) which themselves
fluctuate sharply. Secondly, the tax structure is rether regressive and
most Letin Anericen societies dre saddled with antiquated, inefficient
and sonetimes corrupt tax collecting bursaucracies. The governments rely
rather heavily on indirect taxationﬂg All this leads to large deficit
financing of the government budget which is obviously inflationary.

The presence of these structurai rigidities, the structuralists
argue,‘will thus exposc underdeveloped countries to inflationexry pressures
once they set out on the path of industrialisation. At this.point the
other set of forces cited by the structuralists as contributing to
inflation comes into play, agplifying the original price increases.
These "propagation mechanisms" work through conflicts over, first, the
distribution of income within the private secto¢; and, second, the ailo-
cation of resources between the private and the public sectors.

As the prices of essential goods begin to g0 up, the cost of
living of workers will rise, The workers will try to maintain their reazl
income by pressing for higher wages. To the extent these demands will be
acceeded to, industrial costs will rise. Mbnopolistio Practices in mami-

factures will have hardly any difficulty in transferring higher costs

3/ As Meynard (19&5; Pe 252) reports, during the fifties put of total
govermment revenue, taxes on the externsl sector yielded nearly
75 per cent in Venezuela, 45 per cent in Chile, %8 per cent in
Beuador, 29 per cent in Peru and 28 per cent in Mezico.

4/ Grunwald (1961, p. 114, f.n 42) states that in 1956 indirect taxes
accounted for 35 per cent of total tax revemues of the Chilean
government while the share of income taxes was only 18 per cent.
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of productivn to high§x~pxioe§f Thgf a food price~wage-price spiral will
set in, |

Thé contest ovexr the allocation of resources hetween the public
and the private sectors occurs because rising prices tend to divert
'resources away from the public sector. Since public revemues are rela-
tively inelastic, the attempt by the goverrment to maintain or raise its
share in national expenditure then causes hudgetary deficits which add
to the inflationary pressures. |

To summerise the structuralist position, industrialisation brings
about increasing demend for goods and services. Since the structure of
production and imports does not respond easily, inflationary préssures
are generated. The propagation elements then generalise these pressures

throughout the economy. |

We now turn to 2 discussion of movements of prices and outputs in

the Indian economy during the period from 1950-51 to 1967-68.

3:3 Movements of Prices and Outputs During

the Period, 1950-51 to 1967~682/

%
4 glance into the history of the Indian economy veveals that,
generally speaking, all prices have been increasing since the middle of

6
the.fifties*( Howeverz there have been considerable fluctuations in the

i/ FSLTQ détéffééﬁéﬁéi§fical gtudy of price behavipur during the three
Plan periods, see Velayudham (1967).

é/ See Tahls @, Ziven at the end of this chapter, Figures of different
variables th "ga guoted in the present discussion are all taken from
Tables 3'1n§§,4m“added at the end of the pr ..1% zlLapter.

%
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Price of all egricultyral goods (Pa) relative to that of all non-sgricul-
tural goods (Pn). This is obvious from the column (5) of Teble 3.2. The
relative price apert, we shall discuss novements in the absolute pricesg
of all agricultural goods (% and all non-agricultursl goods ("), ond
a}so the movement in the absolute price of an important couponent of Pa,
namely,the foodgrains price (Pfg) . However, on the basis of the direc-

tion of movements in the relative price of all agricultural goods (Pa‘/’Pn) ,

the entire periocd startiﬁg from 1950~51 can be divided into a few sub-

periods as follows :

(L) 1951-52 to 1952-53 : Relative price moved in favour of the agri;

cultural sector at an average anmual 'ra.tybf 246 per cent. However, the
behaviour of two absolute prices — P? and P — was dissimilar in the
two years covered in this period. They rose in 1951-52, but declined
sharply in the next year (see Table 3.2).

(II)  1953= fo 1955-56 : Relative price moved against the agricultural
~ sector and this had been accompanied by downwerd movement of all prices. |
The anmual rate of decline averaged out to be 2.6 per cent for the » la-
tive price of agricultural géods (Pa'/Pn)_ and 9.5, 3.6 and 1.1 per cent
respectively for absolute values _;f foodgrains price (Pfg) y agricultural

price (Pa) and non-agricultural price (Pn) (see Table 3e1).

1/ The average anmal réte of change of a varisble within a given
period will mean, in the present context, the arithmetic average
of the rates of change in that varisble in the different years
covered within the period.
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(ITT) 1956-57 to. 1358_—59 : Relative price moved in favour of the agri-
cultural sector at an average anmial rate of 2.7 per cent, and this was
acconpanicd by a rising trend in all prices, Thus while the foodgrains
price and agricultural price rose at average, anmal rates of 13.7 and
8.3 pef cent respectively, the non-agrieultural price increased at a
slower rate (5.4 per cent).

———

(IV)  1959-60 to 1962~63 : A1l individual prices were on the rising

trend with the exoeption in the year 1961-62 when P~ decl:.ned and in the
year 1989-6@ when only Pfg fell. However, non-agricultural price increased
at a faster rate (4.2 per cent per annum, on average) than the agricul-
tural price (2.3 per cent per amnum). As a resmtzzlative price of
agricultural goods declined at an average rate of 1.9 per cent per anmm.
The period from 1963;64 t0 196768 witnessed one of the highest
rates of inflztion in the Indié.n econocrry, The foodgra.ins price, agricul-
tural price and non-agricultural price moved up at average ammmal rates
of 16.4, 12.3% and 8.8 per cent respectively and the relative price of
agricultural goods increased at the rate of 3.2 per cent per anmum.
However, from the point of view of economic growth this period
should be classified into two =~ one from 196364 to 1964~65 and the
other from 1965-66 to 1967-68, This distiﬁction is warranted by the fact

that the first subperiod was characterised by substantial growth of

domestic production, the real net domestic product (NP, in short)
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increasing at an average rate of 6.6 per cent per amnmum. Despite this
growth in production, prices rose rather sharply in this period, the
average anmal rates of increase of foodgraing price, agricultural price
and non-agricultural price recording high figures of 17.1, 11.8 and 11.8
per cent rreapectively. This growth involving inflation had however been
followed in the next few years by recession with ini‘lationg-{ The recession
had been caused primarily by the severe drought situation which plagued
the econouy for the pericd from the end of 1965-66 towards the first
part of 1967-68, Agricul tural prodﬁction in the two agricultural years
1965-66 and 1966-67 went down by 16.5 and 1.1 per cent respectively while
in each of the two calendar years 1966 and 1967 the industrial production
declined at & rate of 0.8 per cent, As a rosult, all prices contimed to
rise substant‘iaily, the rise had been severe particularly in the two
years 196667 and 1967-68, Thus whereas in 1965-66 the agricultural price
rose by 9.1 per cent, its rates of. increase reached high figures of
16.8 and 12,3 per cent in the next two years., In these three yesrs non-
agricultural price increased by 6.1, 14.4land 10«7 per cent respectively.
Towoards the end of -‘1968 the economy started reoovering“ from the
gi‘ip of recession. Industrisl production in this year rose by 6.4 per cent.
The growth in agricultural production had been very substantial, exceeding
the peak level reached before recession. The bumper crop during this

Yyear brought sbout a decline in prices of all agricultural goods. As

-8/ Por a discussion of recession and inflation during this period, _
see Khusro (1967), Sethi (1967), Bhatt (1970, 1971), Shetty (1971).
Regarding inflation in the '70's see, e.g, _ﬁose'(1974) .
Chakrabarti (1974) , Chakrabarti and Maiti (1974), ERU (197%),

Maiti (1975)e '
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for exemple, féodgra.ins price fell by as much as 9.7 per cent in 1968-69,
The price of manufaétures, 11.0‘;"3"91" did not show any decline. It rather
;egistered a smalll inc;rease of 1.9 per cent. The result was that the
relative price now roved against the agriculturel sector. Thus the five
yea.rs‘r rising trend in the relative price of agricultural goods had been
checked and reversed in 1968~69.

_Sinc_g our empirical study will cover the period from 1950-51 to
1965-66, we shall heré ligit our investigatioh to this period only and |
hence group together the three years from 1963-64 to 1965-66 :

(V) 1963-64 to 1965-66 : Relative price had been moving in favour of

the agrlcultural sector and three prices — foodgralns price, agricul-
tural price and non-agricultural price — increased at avera-ge rates of
12.9-, .10.9 and 6.3 per cent per anmm respectively.

The"question now is : what factors can be' held responsible for
such a kind of price behaviour as has been observed in India during the
period unde;f_" consideration ? The price rise in 1951.52 was dule partly teo
the boom conditions of‘ the Korean wer and partly to the shortfall in
.domesti_c agricul tural prodﬁction., The production of all agricultural .
'oropsg/ declined by some- 4.4 per cent over the year 1950-51 (see Table 3.2).
Subsequently, waxr conditions tended to die down. Agricultu:cal preoduction

also recovered. Prices declined as a result in the next yoar.

—————

9/ This includes both foodgrains and non-foodgrains items like
o:.lseeds, fibres, plantations etc. '
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The second period from 1953-54 to 1955~56 wiitnessed one of the
highest ratéé of growth in agriculture. The production of fobdgrains and
£he production of all-agricultural crops increased at average anmsl
rates of 8.5 and 6.4 ver cent respectively. fhe industrial production
did not rise £6 much, registering an anmal average rate of growth of
5.8 per cent. The high growth of agricultural production is the main
factor responsible for the fall in prices of agricultural goods duridg
this period. Per caepita wege earnings in factors also declined in two
years within this period (see Tap}g_}.@ and prices of agro-based and
other raw mgterials were on the declining trend. As & result, non-
agricultural price also declined, but at a slower rate than the agricul—‘
tural pricef One particular feature of fhis period deseryes mentioning.
The supply of noney increased at an average rate of 5.2 per cent per
anrum during this period. A guantity theoretic argumentlg/ therefors
fails to account for the extent of fall in all prices ag observed during
this period. This underlies the need for looking into some structural
factdrs, particulérly the behaviour of agricultural production, for a
proper understahding of price movement in Indiall{ ‘

The third period from 1956-57 to 1958-59 witnessed a reversal of
the trend observed in the preceding period. The relative price startéd .

moving in favour of the agricultural sector while all prices began to

10/ This is supposed to be the main argument of the "monetarist" school.

A1/ Analysing production, prices and money supply during this period,
Ray (1962) comes to a similar conclusion.
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soar up. 4 few features of this periocd are worth mentioning. First, agri-
culture suffered a set bhack. The production of all agricultural crops
declined by 0.2 and 6.8 per cent ?P;j956"57 ahd 1958-59 respectively

(see Table 3.2)g The bad performance of the agriculturel sector seems to
explain not only a major part of the price rise, but also a part of the -
slower rate of growth in industriel production during this period (4.9
per cent per anmum, on average) compared to that achieved in the earlier
period. Secondly, govermment expenditures increased substantially on
account of the developmental activities undertaken during the Second Plan.
The share of total (consumption plus investment) public expenditures in
NIP at market prices grew upto an average value of 13.5 per cent durihg
this period from a corresponding figure of 1045 per cent in the earlier
period (see Table 3.1). The govermsent budget incurred large deficits, its defiet
expenditures totalli: r,890 crores during this period (see Table 3.4).
Thirdly, there hed been considerable riée in imports during this period.
One part went to augﬁeqt the domestic availability of foodgrgins, but
nore important wés the rise in iﬁports of capital goods and industrial
raw materiale which were needed to supﬁort the industrialisation program
embarked upon during the Second Pi;;; Total imports as a ratio of NIP rose
to an average value of 10 per cent during this-period from a corresponding
~7figure of 7 per cent in the eailie; period. Thé share of total exports in
NDP however ramainea stationary at 7.2 per cemnt, a figure reached in the

preceding period. (see Table 3.1). ALl this resulted in large deficits
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in balahce of payments- on current account which totalled 1146 orores of
rupees over éhe entire period as against a total w- lus of 60 crores of .
rﬁpees in the preceding b‘eriod. These deficits were met partly by foreign
loans and assistance and partly by running down reserves of foreign
exchanges. The latter declined by Bs. 446 crores over this period (see‘
Table 3.4)}. Again, it is to be pointed out that the average anrual ra‘ber
of growth in money supply during this period was almost the same

(5.5 per cent) as achieved in the preceding period.

The fourth period from 1959-60 to 1962-63 presented an interesting

picture. Agriéultﬁral production recorded substantial growth, particularly
in 1959-60 and 1961-62. The agricultural price experienced a small rising
‘tre‘nd', although foodgrain price declined in 1959~60 and 1961-62, On fhe
front of industriai production the rate of growth was mzbstaﬁtial,
reaching an average value of almost 10 per cent per anmum. However, the

non-agricultural price increased at a faster rate (4+2 per cent per year,

the :
on average) than the agricultural price and/relative price moved in

the , 7
favour ofz_nonfagricultural sector, It seems, therefore, that non-agri-
cul tural prices increase not only when costs of production increase, but
- e ‘ 12/ N
also when demand conditions are favourable—4 The current periocd in fact
witnessed a growing demand for non-agricultural .goods and services.

Investment expenditures had been on the indrease from the beginning of

the Second Plan. The average share of real gross domestic capital

—W,
12/ Studies ndftioried in Section 2.5 of the previous chapter imply a
Similer conclusion.
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formation in real gross domestic product (GIP, in short) increased to
16.4 per cent during this period from corresponding figures of 12.0 and
15.4 per cent in the earlier two periocds (see Table 3.1). On top of it
was the contiﬁ;ous increase in goverrment eXpenditures, this time partly
caused by the need of huge defence expenditures in 1962-63% (and also in
1963-64) when the country was engg;red in war with China. The average
share of total public experditures in NI®P at market prices incﬁ:eased
further to 15.3 per cent during this period. The government contimied to
have deficit budg_ets. The pressure on domestic production intensified
further as imports could not be raised owing to foreign exchange
shortages which the country had been eXperiencing from the beginning of
the Second Plan. During this period the shares of exports and imports
in NIP declined to 6.2 and 8.6 per cent respectively, and foreign exchange
reserves dwindled further by Rs, 84 crores.

The pressure of demand contirmed in the following few years. Over
the period from 1963-64 to 1965-66 the average govermment share in
national expenditures rose to 18.3 per aént while goverrment deficit
expenaitures gréw upto a total of Rs. T12 crores. This period also
witnessed an 11 per cent anmal rate of growth in money supply, on
average. On the front of domestic productioﬁ, the average anmal growth
rate of production . of agricultural drops slackened to 3.4 per cent.
Industrial production, more or less, maintained its growth rate

(8.7 per cent per anmm, on average). In the fisld of foreign trade,
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no aPPR?%%??le.improveg§p$ weg noticed in shares of exports and imports
in NIP which averaged out to be just 6.5 and 9 per cent respectively. The
insufficient growth in egriculture in face of growing demand all around

anqziﬁadequate flow of imports all but resulted in considerable ircreases

the
in all prices,lirelative.price moving in favour of the agricultural sector.

. 3«4 Concluding Remarks

Our study of the history of the Indian economy over the bamse twoO
decades starting from the fifties has been motivated by our desire to
identify some of the major forces contributing to inflation and the
discussion in the preceding section reveals that many of these factors
are rather structural in naéurelz(

For one thing, the fluctuations in sgricultural production seem to
be a major factor deternmining agricultural price, more particularly, the
relative pfice‘of agricultural goods. This isclear from columns (2) and
(3) of Table 3.1, Of course, demand conditions are also important and for
this purpose one should take account of govermment expenditures and
industrial production, or the whole oﬁZisnFagricultural income. The point
tc be stressed is that despite févourable‘movemenfs in prices, agriculture

did not show sufficient growth. The reason seems to lie in the fact that

at least during the period under study irrigation facilities were rather

13/ Let us add that we do not went to assert here that whbtever price
"~ rise India has been experiencing has to be explained by structural
arguments alore. In fact, such a rigorous empirical investization
to measure the relative importance of structural and monetary
factors remaing cutside the scope of the present study.
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scarce and agricultural produstion depended more on weather than on any
goconomic vﬁriablew Secondly, there seéms to be a close association
between the agricultural price and mon-@gricultural price. This observe-
tion lends support to our arguments (and findings of various studies)
presented in the previous ghapter that in the Indian economy the movement
in prices of agricultural goods ig ) cfucial determinant of the course of
béhaviour of all important prices. In faot, the propagation elements were
also present here. The column (2) of Table 3.4 shows that except for the
years 1954~55, 1955-56 and 1959-60 (when foodgrains price also declined),
tha per éapita waZe edrnings in factories had been rising, its average
anmial rate of growth reaching almost B per cent during the first half
of the sixties. Thirdly, exports did not show sufficient growth and
gtrains on balancé of payﬁenxs had been persisting which forced the
country, first, to limit imports since the late fifties and, finally, to
devalue the Indian’rupee in June, 1966. Fburthl&, throughout the period
under study the péﬁlic sector had been claiming a continuously rising
share of nat}énal expenditure (see column (13} -of Table 3.1 and

column (5) of Table 3.3)12( Whatever increment had been taking place in

public reverues was cle@rly insufficient and the government had to take

14/ S8ee also Soveni (1961, pp. 296, 306~7). The existing agrarian struc-
ture may be an important factor accounting for agricultural bottle-
neck. An interesting article by Bhaduri (1973) illustrates how the
land-temure and share-cropping systems existing in some parts of
the eastern region of this country might have given landlords
sufficient disincentive, on political a8 well as on economic grounds,
to raise agricultural productivity.

15/ See also Velayudhem {1967, pp. 750-51) «
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recourse to substantial deficit financing most of the time (sée column (5)7
of Table 3.4). Fu:i?ther,. a feature in the composition of public revemes
A8 that the share of indirect taxes was not o;lly mach larger than that
of direct taxes, but it showed a tendency to rise over time while the
latter had been falling (see columns (6) and (7) of Table 3.3). Finally,
factors mentioned asbove seem to be more Important than money supply in
explaining the movement of prices in this country. We have already argusd
that during 1953-54 to 1955-56 the quantity theory would be of 1ittle uss
for explaining the observed downward movement of all prices, Again, during
1959-60— 1962-63 money supply increased at an average rate of 6.6 per cent
per anrmum only. However, industriai production rose almost at the rate of
10 per cent and yet non-agricultural price increased at the rate of
4.2 per cen;‘., per anmum (see Table 3.1),

| We may thus conclude that agricultural production, m:pbrt bottle-
necks, volume of government expenditures etc., are important factors in

determining the behaviour of prices in the Indian economy. These observa~

tions then provide the main building block on which our basic theoretical
model will be constructed in the next chapter -~ the model which, 8s we
have :pointed out in the first ehapter, seeks to study the interaction
between prices and outputs of different sectors. 4 final point remains
%o be added. We have seen that it is impoi-tant to study not merely the
behaviour of absolute prices, but also that ojfc‘zjelative prices Our

model seeks also to taeke account of this particular point.
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. Table 3.2 ;: Percentaze change in

over the preceding year

30,8 Tl

Nine

57

w
5 i -!t @ty I @
al ﬁ o~ g w A > Q =}
§3 Bqp PHs Sefaszf 538 11
i 3% BET 537 9uBEREWR Ehg @ .
g &~ J3h 83% FRBILSOY 3 T
CH @Y @Y eweny BE RBS AR 84
(1) (2 (3) (4 (5) (6) (D) (8) (9)
195152 7.6 6.2 4.3 e ~-9.5 4.4 H.Cs 140
- 1952-53  -1.7 ~13.5  -16.3 3.5 0.7 2.0 3.6  ~6.8
195354 3.4 44 46 0.3 110 46 2.0 0.5
1954-55 =21.2  ~9.2 3.7 5.7  17.8  12.1 6.9 4.7
195556  ~4.0 5.9 - -4.2 ~1.8 ~3.4 2.4 8.4 10.5
1956-57  27.8 16.1  11.0 4.6 0e3 0.2 8.3 8.7
1957-58 4.3 3.1 2.9 0.2 4.8 6.4 3.5 5.2
1958-59 9.0 5.8 2.4 3.4 9.6 6.8 1.7 2.5
1959-60  ~3,9 2.9 4.6 -1.8 2040 15.4 8.8 6.4
1960-61 0.2 4.8 8.1 ~3.1 ~3.2 =440 12.1 6.9
1961-62 ~1.9 0.1 0.8 ~0.9 8.1 10.7 9.2 4ed
196263 5.1 17 3.4 ~1.6 243 1.8 9.9 8.8
196364  10.1 6.0 S 1g.2 4.8  -3.6 8.4  12.0
1964-65  24.1  17.5 7.0 9.6 242 245 8.6 10.3
- 1965-66 4.5 9.1 6.1 2.8 10.5 1.4 9.2  10.6
' Table B.1
Notes : Columns (3)=(5) and (9) =v ol-culiis” = . el s (1)=(3) ,(2T) of/
of fppaadin D . Columcg (7), (6)-(8) have been calculated from
various issuer of "Monthly Bulletin of Reserve Bank of India"
and of its annual publication "Report on Currency and Finance.
Production of agricultural crops includes foodgrains (cereals
and pulses) and non-foodgrains (oilseeds, fibres, plantations,
sugarcane etc.). Productions of foodsrains and agricul tural crops
relate to previous agricultural yesr while industrial production
: relates to current calendar year.
N. G, + DNot calculated, owing to the noncomparability of the series,
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Tabloe 3,3 : Percentage shars of s~ven varisbles

97;31‘_9 in share in NIp? of Shere in share in total
Gl ol _ NDPP of public revenuec‘of
I i:z::t exports® g imports” ];;‘;iigl_ :z::g ?;iiCt
| nent-* turg&i
(1) (2) (3). (4) (5) () (1)

1951-52 12.6 6.1 8.6 8.3 2.6 58.0
1952~53 9+4 7.4 6.4 8.9 29.8 5543
195354 10.0 6.8 641 8.9 28.8 56.9
1954~55 1.1 6.9 Tl | 10.6 26.5 58.6
1955-56 15.0 8.0 7.8 11.9 26.1 57.2
1956-57 16.8 "3 10.2 12.0 26,0 57.2
1957-58 15.3 7.8 1.1 15.3 2541 61.2
1958-59 14.2 6.5 8.6 13.3 24.8 6043
1959~60 1442 6.9 8.4 1444 25.0 61.7
1960-61  17.0 5.9 9.3 1449 24.6 60.9
196162 16.4 5.8 7.7 14.8 24.0 61.0
1962-63% 17.8 6.2 - 8.8 17.1 24.8 60.9
1963-64 19.1 6.9 9.0 18.3 24.7 59.9
1964-65 19.2 6.5 9.2 17.3 24.6 62.1
1965-66 21.3 ° 6.1 8.7 19.2 22.3 65.4
Notes : a at 1960-61 prices; b at market prices; ¢ at curreunt prices

Exports (imports) represent total exports (imports) of agricul-
tural and non-agricultural goods at 1960-61 prices. These four
verisbles mREXFERxafxtghQsbrtymrizes erc given in Table B.1 in
the Ljppendix B . Puybliec expenditures include both consumption
and investment expenditures. Columns (6)e:d (7), the series of
NIP -.% $that  of public consumption expenditures are all
taken from Government of India (1964 -,1971). Column (2) and the
series of public investment expenditures are taken from

Lal (1970). '
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Table 3.4 : Anmual figures of scme  variasbles

(Column (2) with base 1952-53 = 100 and

‘ Cuiic cihl @ A0 growes of 1wy 8 )
: - balance of A overall
car index of per changes  in c oL d
7 capita wage payments foreign ex- deficits
earnings in . currsnt change re-~ oF fovern—
1t
factories? gocount serves gidgets
(1 i L2) (3) (4). (5)
1951-52 94. 4 -163 -165 -7
195253 99.3 + 60 + 17 - 28
1953~54 102.3 + 47 + 29 - 45
1954-55 101.5 + 6 - 18 - 97
1955-56 100.3 L + 10 ~155
1956~57 104+ 4 ~313 -144 -253
1957~58 108.2 ~506 ~260. -497
1958~59 110.9 ~327 - 42 ~140
1959~60 108i9 -186 - 16 -135
196061 120.7 -392 - 59 + 56
1961-62 128.5 -358 - 6 -103
196263 139. 4 . 354 = g ~141
196364 146.3 -458 + 11 =187
196465 153.2 655 - 56 ~194
1965~66 169.4 -649 + 48 =331
Notes : a : the series is taken from Chakraberti (1970); figure for a
given financial year (say, 1951-52) represents that in the
corresponding calendar year (say, 1951); in Chakrabarti (1970)
ver capita wage earnings in factories are calculated from
CML and ASI data on total wages paid and total mumber of
. workers employed in factories.

b ; deficit (~), surplus (+); for years upto 1960-61, the
series is taken from Govermment of India (1968, 1969%) eed
afterwards, from various issue. of Economic Survey published
anmzlly by the Goverament of India.

¢ 3 decline (-), increase (+).

d ; deficits (~), surplus (+).

Columns (4) and (5) are taken from Govt. of India (1968, 1969p).
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Chapnter 4
THE BASIC MODEL

4.1 Introducticn

OQur main interest, as we have stated in the introductory cheptar,
is to study the implications of érice-—output interaction on the course
of inflationary process in an underdeveloped economy like Indif. Fron
this standpoint, a purely aggrezative nodel ig clearly inadequate, as
we have argued in the first two chapters. The 5asic argument is that
the entire econony cannoct be said to be governed by a single econonic
law; rather different sectérs of the economy display differemt kinds of
behaviour. This calls for a suitable disaggregation of the ecomonmy into
a few strategic sectors. However, any disaggregation relevant for the
Indian ecoromy should aliow separa;;j;oom for the agricultural sactor.
Not only does this sector aloné account for almost half of nationsl
incone, but it is the prices of agricultural products wﬁich play the nost
érucial role in shaping the course of behaviour of other prices. In fact
this is what. is suggested by various studies surveyed in Chapter 2. as
‘well as by the history of Indian price movements analysed in Chaptexr 3,
Further, as we have argued in Chapter 1, the basic mechanisn of denand-
supply edjustment is quite dissimiler in agriculture and other sectors,

On all these grounds we shall consider & two~fold division of the product
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sectors of the econony — agriculture and the rest, and the nodel to be

I,
developed in this chapter will be cast in terms of this basic dlvu.sa.or_z-z

4.2 The-Pranowork

About the real sector of the cconony we assune that thore are
two types of products — one is the product of the agricultural sector,
to be called the agricultural good and the other is the product of the
non-agricultural sector, to be called the nonw-agricultural zood. The
latter includes the outputs of the so-called services sector.

Thé denand for the agricultural good is made up of final demand
{consunmption, export and inventorypggcumulatiorrg/) and internediate
demand (raw nmaterial use in thé production of non-agricultural good).
The depand for non-agricultural good is similarly nade up of consunption,
investfment (both fixed .investment and inventory accumulation) separately

by the agricultural and non-agricul tural sectors, export and internediate

1/ Going to examine the kind of nacro-econonetric model suitable for

developing econonies, Klein (1965) =lso holds & si il v view, namely,
thot an azrrerative 1.0dcl of the Indian economy gt ~t 2 minimun be
divided into arriciltural and neneesricultural scciors.

2/ There is no agricultural component in the commodity composition of gross
fixed investment. Therefore, the total investnent use of the agri-~
cul tural good consists only of inventory accurmulation.
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demiand for using it as imputs in the agricultural soctoré( The consvryp-
tion ag well as investnent of either good nay bz both private and public.
We, however, 2ssume that the goverrmmient consumpiion expenditure is spent
_ : 4/ A =00d :
wholly on the non-agricultursl gcod~ The supply of either good cones
from its imncrt wnd domestic production. The demand-supply ecuality for

the two geoods con, therefore, be written as s

(4e1) X2+ F* = 0%+ 2™ 4 A 54+ 82

(4e2) X+ F* =+ X+ 1"+ 1%+ 00 + 6T + B
where
) output of good i (net of its own-imput use),
Fi 5 inport of good i,
Ei = export of good i,~%”
' ¢t - private consumption of good i,
Xéj = intermediate use of good 1 in sector j,
Il = private investment of non~agricultural good in scctor i,
A SA = change in the total (private and goverment) stock of

agricultural good,
GC = goverment consumption of non~agricultural good,
GI = govermpent investmont of non-agricultural good,
and the superseript i or j stands for both 'a' (agriculture) and 'n!

(non—agriculture).

3/ Since output of any scctor will be measured net of its own-input
requirencnt, we consider neither the internediate use of agricultural
good in the agricultural sector, nor that of non-agricultural good in
the non-agricultural sector.

4/ The itens which predoninate in goverrment consunption expenditures are
wages and salaries of 1ts cmployees and other services, all of which
are considcred here as products of the non~agricultural scctor. On the

CONE 3/ cmmm
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At this point Iet ws introduce & few accounting or definitionol
relations. We shall take the price of the non-agricultural good (P1) —
subsequently to be referred to &s simply the non-azgricultural vrice —
as the mmeraire and neasure real national income and ralative price of
agricultural good in terns of this price. Thus if Y™ and Y' are resl
incomesi/ (in the sense of value added) in the agricultural and non-
agricul tural sectors, £e5pectively~and P? is the price of the agricul-
tural good (subsequently to be called the agricultural price), the
relative price of agricultural good (P) is, by definition,

Pa

(43) = E=

g

oo gt

and the aggregate real incone (Y ) is given by
(4.4) Y= py® 4+ Y

while the aggregate coney income (Y') is given by

(4.5) vt = pE® 4+ PR

footnote 4/ {contd.)

; empirical side also, there is the further problen of isolating
governuent consunption expenditure on agricultural good, if any, from
total such expenditure, since no scparate data are available., Possibly,
these are the reasons why the input-output table of Manne and
Rudra (1965) keeps the cells corresponding to the govermment consurp-
tion of agricultural products blank. Let us point out that since
governnent consumption will be assumed to be given exogencusly, its
two~fold breakdown into agricultural and non-agricultural goods can
eagily be incorporated into our theoretical nodel.

5/ 1Incomes neasured in terms of prices of respective sectors.
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Henceforth we shall write income to neon rezl inconme. Thus Y% and
Y" will be coferred to a8 sinply income in the agricultural and non-
agricultural soctors, res;;eotiveiy while Y will be called asggrezate
incone,

Finolly, the relation between income and output of each scctor is
to be gpelt outs We need such a relation not only 28 an accounting rele~
tion in our theoretical model, but in our expirical model 8s a nethod of
estinating figures of outputs of different sectors, since official
statistics, as published in, say, Govt. of India (1971), furnish only
incomes (i.c., value added) originating in different sectors and not
their outputs. Now, income (at current prices) in the two sectors will
be given by

P® v = p? x® _ p" X0 :  agriculture
i) RS S i ol e :  non-agriculture
where Yi and Xl are neasured at sone constant prices. Thus the relation
between output and income of & sector is casily obtained fronm (4.6) as
follows s

* - y? ¥ K e :  agriculture

|
2

e p o3 ¢ non-ggriculture

It

x

Since sectoral income figures are usually given at factor cost, we have
to add real indirect taxes less subsidies in each sector (ueasured in
tarns of its own price) - % for agriculture and ™ for non-agricul -

ture — to the two relations to obtain outputs at narket prices .
=2y J ) quadl ® ¢ agriculture e
(4.7) P o g
G Y PX T +T ¢ non-azriculture


http://www.cvisiontech.com

65

. s &
Our subsequent analysis will run in terms of ¥ and Y" and whenever

output figures are needed we shall nake use of (4.7). It is obvious thet

henceforth Y and Y* would mean incomes at factor costr in the two sectors.

The nonetary sector of the model is characterised by a denznd
function and a supply function of noney. In line wii_:h the Koynosion
tradition we ocsswae that the demand for noney (Md) varies Mﬁgﬁ_}_y
with the ozgregate money income (Y'), but inversely with the rate of
interest Cr)é/: |

(4.8) Tl (Y', ») ; M?, > 0, Mj( 0

For quite a long time the supply of money has been treated as an
exogenous varicble in the theoretical litergture on . :;:c;-oeconon1icse
However, works of Polak and White (1955), Brunner (1961), Brunner and
Meltzer (1963) ctc., suggest that it is ipfluenced, at least partly, by
the rate of interestzl In fact, the variable which nay be treated as a
policy paraneter and which is now supposed to be the nain determimant of
money supply is whet is colled the base noney (high—powered noney) or, .
specifically, the unborrowed base money; the latter is defined to be the

-

sun of currency with the public, required and excess reserves of commercisl
. k‘ .
5 o
k . . . 8 .
’ Gx etce will denote respectively the partial derivatives of
i i : ' [ i
. 1
the functions G and Gk with respect to their aerguments X, r, X cte.

&/ See Keynes (1936, Chs. 13-15). Henceforth notations 1ike Gos G

X

1/ Recent empiricel studies on the Indian noney narket (e.g., Bhattachérya,

19705 Mormen, 19713 Gupta, 1973 ) also point to the endogemous nature
of the money supply.
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banks net of their borrowings From the central bank. However, given the
base noney, the supply of rnoney will vary in accordance with the v&rla-
tion in the rate of interest. On the sssunption that banks try to maxinise
their profits, the anount of free reserves (the excess rescrves of banks
net of their borrowings from the central bank) which the banks usuelly
maintain will tend to vary J_nverséﬁ; with the rate of interest. For,

as the return fron lending rises, banks will be wi}ling to supply nore
deposits by reducing their free reserves and hence, the stock of noney
wiJ.l increaseraj. Thus we may writea/

(4+9) M= u® (u, r); M®> o, > 0

where M> is the supply of noney and M, the (unborrowed) base noney.
The depand-supply equality in the nmonetary sector then requires

(4410) u =

-

Exogenous Variables gf the Model

The variables to be considered in the model are now 21l introduced.
Of all these variables we shall assune the following ones o be deternined
outside the systen : Y°, E", E", F*, ¥, I% A SA, GC, GI end M. A few

words should, therefore, be added as a sort of justification for these

agssumpt ions.

_8/ See Teigen (1965, P+ 92-5).

8/ The supply function of moncy has been described in detail in
Ch. 7. Satéian 7.0 4 ]
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We assune that the demestic production of agricultural #ood depends
nore on such exogenous factors like weather than on any economic verichle.
One nay ar-_';’ﬁe that it should besar some relotionship to the cepitol sbtock
accunulated in this sector. Hewever, the wide fluctuations in the produc-
tion of 2gricultural crops, as has been observed in the Indian economngé,
cast serious doubt on the validity of this argunment. Moreover, ours is a
short-run nodel so that the influence of the changiny capital stock noy
be neglected.

On the other hand, our assunption that the agricultural output is
deternined exogencusly does not necessarily inply thet individual Crops
ore insensitive to intra-agriculturel price variation. In this context,
we nay mention that while a few empirical studies point to the positive
prioe elasticity of sgricultursl production, at least in particular
regions and for particular crops (e.g., Keishna, 1963; Mann, 1967), results
of other studies are, gowever, conflictingll/(e.g., NCAER, 1962; Norain,
1965). In any case, these results would not be inconsistent with the

assumption that the output of the agricultural sector as a whole is

—,

10/ S8ece the discussion in Section 3+3, Chapter 3,

11/ 1In fact, & host of argunents have been advanced in support of the
thesis that Indian agricultural crops are not responsive to price
changes (Neale, 1959; Oslon, 1962; Khatkhate, 1962). A few of
these argunents are : (a) the Tajority of agricultural holdings
being spoll, they are in any case cultivated upte the fullest
possible extent, (b) there is little alternative use of agricultural
land and other rescurces, (c¢) the substitution between crops is
linited by the specificity of soil 2nd weather requirenents of
particuler crops. We may refer to Chokrebarti (1970, Ch.1) for a
sumnary of these arguments and of verious empirical studies.
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rather indepondent of changes in the price of agricultural zood relftive
to thot of non-ocgricul tural gcmd.lg_/

To toke foreign trade now, éxpc‘:rt demand . is usually conccived in
the theoretical li‘tera‘turq as a function of two explanatory varicbles,
viz , level of econonic activity in the rest of the world ond volative
price, the lotter beiny defined as the rotio either of donmestic price to
prices of countries to which soods are exported, or, of douestic price to
pfices of countries which are coupetitors in the world market. ‘.‘Ihi;e the
relevance of foreisgn econouic activity is generally asreed upon, there is
conflicting evidence on the sensitivity of oxports to changes in the rela- z
tive price. Thus while Cohen (1964)3 Azarwola (1970) retain relotive price =
&s an expléndtory variable in the export denand function, Dutta (195@
finds that this verisble is not (stat‘istic&lly) significant in expleining
world denend for India's exports during the period, 1950-61, except in the
case of India's exports to the linited sres outside the Sterling, Dollar
and O;ECD countries, It should further be pointed out that the coefficient
of relative price in Agarwala's export demand cquation is not sisnificant
and that the equation itself has a very low coefficient of deternination
(0.35). Introducing as a possible explanatory variable the doneétic
absolute price (instead of relative price), Da Costa (1965), on the other

hand, observes that this variable is significant in expleining India's

12/ We shall take Ya, instead of Xa‘, as the relevant exogenous varichle,
The difforence hetween these two fizures is neglizible since non-
agricultural inputs used in agriculture are very snall, as our data
in the Appendix B would show, ¢ course, the results of the model
could ez2eily be shown t¢ reuain tneltered &ven if the subsequent %
analysis were carried out by assuning X2, and not Y%, as exogenous.
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exports of some item but its coefficients in the export demand fumctions
for some other item come up with perverse (positive) signs. With these
~conflicting empirical results in the background it nay not be unreasonsble
"~ to assume thot India's exports depend mainly on such exogenous forces as
the level of forezin econonic activity, export promotion activities of the
homie country etc.

Sinilarly, as regasrds the import fumction, rost of the studies
conclude that it is not, at all, influenced by the relative price, i.e.,
the ratio of donmestic price to izport price (e.g., Narasinhanm, 1956
Dutte, 1964, 1965; Agarwala, 1970). Sonetimes imports are also assumed to
be deternined by national income and/or domestic investment. However, it
is the capacity to import which seems to play the most important role in
determining actual inports hére. ‘Tor, ever since the beginninz of the
Second Plan India has been eXperiencing severe foreign exchenze shortages,
as we have seen in Section 3.3, Chapter 3. Now such capacity to irmort
is deteruined by the flow of foreigm losns and aids and the voluze of
exports. The former is suided by exogencus forces and the latter also
depends on outside factors, as we have argued in the preceding paragraph.
For this renson, we assune that inports are determined by such exogenous
factors as goverment's system of priority imports, import licensing
policies eto.

The change in the stock of agricultural good (ASA) is really a

troublesone item. The method of estinating figures for 4\ SA is very


http://www.cvisiontech.com

70

linitative and whatever data are available are unlikely to give true
figures of changes in private stock of cgricultural good (let us denocte
it by D SAP) » & part of A\ SA. This perhaps is the reason why there is
no emmirical study on /A SAP. Since we have to retain A SA 2t least for
the purpose of occounting relaticon for the agricultural sector, an inte-
resting nmethodological question arises : is it neaninzful to introduce o
variable with poor or umreliable dato as an endogencusly deternmined one
or is it bebber to treat it as an cxogenous variable ? Obviously, we do
not assert that variables like price, output etc., do not have any effcct
on A SAP, e ordly maintain that unless relieble data are available, no
satisfoctory explanation can be established for ¢ SAY and no comlﬁsion
can be obtained rejarding how and in what direction variabld#: 1ike price
and output influence /A SaP, For this reason and alsc because of the
fact that the other part of A SA is the change in the governament stock
of amricultural good which may be taken to lbe policy-deternined, we
assume /A SA to be an exoszenous variable.

In regord to privete investment demand for the non-azricul tural
good by the caricultural sector (Ia') y Oone somewhat analogous eipirical
study pay be nentioned. Agarwala (1970) introduces two variables — real
disposable income in 2zriculture and the price of agriculturzl good rela-
tive to that of investment good — to explain private investnont in

. 1
agrlculture'i./ However, the coefficicnte corresponding to the relative

15/ Agerwala's investment variable includes both agricultural and non-
agrioultural goods and hence is not strictly ccomparable to our
variable I%, '
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price vorioble is found to be significontly negative, contrary to what one
would expect on 2 priori ground. In cur own investigation (reported in the
Appendix 4) we find that none of the seeningly relevant varisbles — agri-
cultural output, agricultursl price relative to non-ggricultural price,
rote of interest — is seen to exert any significant influence on 52 Ve,
therefore, 2ssute I% to be independent of current endogenous forces.

Finelly, we ossune that both the government consumption denmand (GC)
and the govermient investnent denand (GI) for non-agricultural good ore
Ziven exogenously and that the (unﬁb’i‘rowed) base noney (M) is exogenously
deternined by the rionetary policy of the central ba.rkw

Hoving completed the list of varisbles to be considered exogenous
we nay now lunp together sone of these wariables, Thus in the equation (4.1)
we write 2 new exogenous variable — to be called the (net) autonouous

demend for gricultural good —— which is denoted by Qa and is defincd by

a

(411) o*= p 84 +B*-F"

Similarly, exosenous variables in the equation (4.2) are token together

to give us the (net) autononous denand for non~tgricuiturel good (Qn) which

is defingd by

(412) @

1°+eg+0r + B - P

it

14/ (Unborrowed) base money has been taken &s a policy variable in scveral
studies (e.ge, Bhattacharya, 1970; Memnen, 1971). Indeed, it is in-
fluenced by such factors as the deficit fimancing of the goverment,
the anounts of gold and foreign exchenge reserves held by the central
bank etc.
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Before concluding this subsectioﬁ, a gemgral renark has to be
added. So fer as our theoretical nmodel is concerned, nmost of the vori-
ables which are treated hére asg exozenousd could have been congidered a8
determined within the systen and still the analysis and therconclusion of
the model (to be presented subsequently in this chapter) would have
recained valid, This would only require zlzinor nodifications of the
analysis that follows. An illustratios, Jivon ian footnote 26, » 86, in.
this chapter, is expected to drive hone the point.

&

4+3 Relations for Endogenous Variables

We now state the various relations for the endogenocus varicbles
of the nodel. To start with, the private consumption demand for agricul-
tural good (Ca) is assuned to vary positively with national incone (Y)

and inversely with the relative price of agricultural good (P)

(4013) %= ¢? (Y, P); c;> 0, c§‘< 0

Likewise, the private consunption demand for non-sgricultural gobd (Cn)
is assumed to be an increasing function of Y. However, the influence of
P on ¢ is aubiguous and & discussion on this point is deferred to

Section 4¢4 (p.85) of the pruseni chaptar @

(4.14) ™ < ¥y, p); g0, ¢ %o
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The internediate use of sgricultursl good in the non-asricultural.
sector (Xa"rﬁ is assuned to be an increasing function of non~ogricultural

income :

an

(415) X% = (v,

while that. of the non~agricultural good in the agricultural sector (Xna)

i 1
is assuned tc be proportional to the latter's income-i/:

(416) X" = gy*; g5 ¢
B being the factor of proportionality.
| The private investment denand for the non~agricultural good by
the non-agricultural sector (In) is assuned to vary Erositivel;g with the
incone in this sector (Y'), but imversely with the rate of interest ()
and the relative price of agricultfirdl good (P). While the influence of
the first two variables on an investpent furction is theoretically weall
known, the introduction of the third verieble needs sone explanatiqn.
A rise in P means that the price of industrial raw naterisls of agricul-
tural origin increases rel atively to the price of the good which is nade
out of these materials. Further, thoush we do not explicitly bring,
employnent .and waées in our nmodel, we have in nind a view that chanyes ir,_z
per capite wage earnings follow the course of changes in the cost of living,

the nost irportant determinant of the latter being the‘agric‘;ultural pric&‘-]é(

19/ Why X g taken proportional to Y™ Wl'iile X is considered to be

g function of Yn will be eclear when we state the method of estina~

tion of these inter-~sectoral flows in Section 5.1 of the next chopter.
16/ Studies surveyed in Section 2.5, Chapter 2 pay be recalled at this

pOint. . 7 .
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Therefore, 2 rise in P peans o risc in the lehour cost of production
relatively to thg price of the non~curicultural goods On all these grounds,
therefore, siven T and ry & rise in P will tend to redude profits in the
non-a riculvursl Sector and hence the investnent in this sector. T"hus we

oy write ¢

(4a17)  I%= 1" (Y% B, 2); I; > 0, I;‘< 0, I;‘ <0

n

We now cone to the price foruction relation in the non-ooricul tural
sectors It is assuned that the price of the noh~2sricultural zood i‘s
affected both by (net) prime costs of its production and by its d ndﬂ/
On .the forner side, the nettinz is of the imtra-industrizl price relations,
which leaves besically the price of ogricultural raw naterials used in the
non~-aricul turcl sector and the noney woge rote as the deterninonts of its
unit prine coste. Both of these variwgbles will be affected by the asricul -
tural price, as we have ar.;ued in the previous parasraph. In ordar to find
2 neasure of the denond for non-cgricul tural éood we consider output in
this sector. Since the novazent in the non~agricultural income will refloct
the novement of output in this Sector, we stipulate that the non-cgricul-
tural price (Pn) varies positively with both agricultural price (Pa) angd .

non~agricul tural income (Y) :

(4.18) P% = P (2% YO, F >0, F_ >0
pa yn

11/ Reference nay be nade to the discussion in Chapter 1 and the
empirical studies surveyed in Chaptex 2.
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However, the clasticity of the F-function with respect to Pa is
likely to be less than unity. Several rcasons nay be pointed' out to support
this hypothesis. First, the unit cost of labour and o ro-based raw naterisls
is only a part of totel unit cost of production. Sccondly, waze payrents
are not fully adjusted to chanzes in the cost of livingz. ThJ.rdly, scne of
‘the products in the nonwa._mlcultural sector do not use asro-based raw
naterial s. Finally, sone of the prices nay be controllud by the .jovernoent
so that these will not be fully adJusted to the chan._,es in their cost of

all

 production. On/these coumts, we postulate that a one per cent change in

p? chan:es pt by less then one par cent—‘/g Q

(4.18a) PFP < 1
a

The F—I‘umtion correspondin; to a particular value of Yn, say Y:,

is drawxrw in Figure 1 which satisfies the restriction (4.18a).

A
P:F(Pa, Y:l)

e

FIGURE 1

18/ See also Kalécki (1954, pp. 21-6).

19/ There oan be 2 mmber of possible eonctricel representations
of F-function (e.g., & furction concave to the PZ-axis).
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At this point we pay briny in 21l the relations introduced in-

Section 4.2. The three definitional relations (4.3) ~(1.5) can be rewritten

as
(4.19) p® = pp®
(4.20) Y = py®+ YR
(4.é1) Y = pRy

In view of (4.7), (4.11) and (4.12) the equations (4.1) and (4.2)
showing the denand.supply eqpélity for the two soods can also be rewritten

as follows

n

0% + x® 4 ?

Cn+xna+1n+Qn

(422)  Y*+3 x4 2

(4.23)  Y* +px3® . ot

For the (real) indirect taxes less subsidies for two scctors
(Ta and Tn) y We assune that each is an inereesing function of its incone :
> 0

(4.24) 1% = 7% (v? T

e

T >0

~ae

:;4!3[;4?-’

(425) T = 2 (v

Finally, we like to reduce all the relations for the nonetary
sector (4.8) - (4.10) into 2 single one. This is cosily obtained once we
note that the denand-supprly equality condition in this sector, (4.10),
yields, in view of (4.8) and (4.9) y @ relation betwecn r, Y and 1.
Specifically, starfing fron 2 sii_:uation of ‘equilibriun in the nonetary

sector a rise in the agmrezate ﬁpney incene would raise the depand for
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noney and hence the rete of intercst so as to maintain (4.10). Siuilarly,
& rise in the base noney would raise the noney supply and hence require a

fgll in the rate of interest in order that (4. 10)_ is satisfied., Thus, we

can write-zg/

(.26) r = L (Y, 1) ; L.>0, L<O

L

Relations (4.13)=(1.26) charccterisc the equilibrium situation of

the nodel. We have, in total, 14 equations to deternine 14 endogenous

a n a,nxna

variables : C7, 07, X, =

n _.n ’ n a n
sy L, P ,P, Y, Y,P, Y, T T and r.
There are 4 exogenous variables Ya, Qa’, Qn and 1 and there is one

paraneter f.

20/ Lot us define a new function H as follows s

E (r; Y/, W = Md (Y/, r) - M (M, z)
The equality (4. 10) can now be written as

(1e108) Hr; Y, 1) =0

Assuminy that both Md and M° are contimous and have gontimous
partial derivetives, H is also a contimous function possessing
contimious particl derivatives, An appeszl to the inplicit function
theoren (see Theoren 1 in Appendix A. 1) would then enable one to
express r (in a neighbourhood arcund the point at which (4.108) is
satisfied) uniquely in terns of Y’ and M, provided I #0 at this

. oo i g
point, VS:ane Hr = -Mr y Ihr < 0, we can write

r=1L (Y/, M)
and the partial derivatives of the L function sre given by
d
H M~
L=« ﬁﬁ S | el > 0
¥ * e P
3 r r
H M '
L = e - = - Lt < 0

ju H
L

where sizns are obtained with the help of (4.8) and (4.9).
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4.4 The Reduced Forn of the Systen

1

i

We like to express equilibriun conditions of our nodel, represented
by (4.13)-(4.26) , in o fewer mubor of relations. This will not only help
us %0 have a siyole and overall view of the workin; of the econonic systen,

but facilitate a graphiccl oxposition of “he nodel.

Bquilibriun Conditions Cost into Fewer Relations

By makil’lf_’;;ﬁﬁtqble substitutions, the whole syéten (4.13)-(4. 26}

can be rewritten ag

(4.27) ¥*=0%(1,7) + X% (v - 2B Y -1 (v + @2

(428) Y =0t (Y, )Y+ I° (Y, P, 1) - PXR (VD) — YD)+
(4029) P"=F (2%, YY;, o0<PF <1, F >0
P, v,
; = d . >
(4.30) = =1L (Y, m Ly, 0, L<O

cand three definitional relations are

(4.31') Y = PY®*+ YR
(4.32). P%= pp®
(4.33) Y = PRy

We now have 7 equations (4.27)=(4.33) to deternine 7 endogzenous

veriables — P, Y, P4 r, Y, P% and Y/ Given the exogenous varicbles/

13
s

a n .
parapneter, Y , Q,a, Q, M and B » the endozenous varizbles are deter-

uined simultancously from these: equations., However, one can conceptually
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think of a partiel equilibrium anslysis of each of the relations. This
will &lso ncke cleor our views regerdins the nechrnisn throush which the
econonic systen is bein3 supposed to operatc. One bosic assmption is that
the denend-sunply cdjustnent nechanisn is #Hesinilor in agricultural oand
non-a ricul tural narkets. As we have arued in Crantor 1, 1t is the
excess
(relative) price, and not production, which is assuned to respond to/ dorn.cd
(supply)in the agricultural seector. Ohx-i-the other hand, the non-2iricultural
,, . ' L2 . .
scetor is essumed $0 operate under excess capoeit and, as in a Keynesian
incone-expenditure nodel, 'demand creates its own supply' in this sector.
To discuss the various relations presented obove, given the value
' a
of Yn and valuces of relevant exogenous variobles (], Yﬁ), the depand-supply
equlity in the agricultural norket (the equation (4. 27)), in conjunction
with the definition of agsregate incore (4.31), deternines the relative

price of agricultural gdodgg4 P. Azein, given the values of P and Yn,

21/ No copacity utilisation figures, or for that matter capacity figures,
arc avelilable for the Indian pamfacturinz sector as a whole. There-
fore, it is aluost impossible to test the hypothesis that the non-
agricul tural sector operates under excess capacity. However, the
series of capacity utilisation index, as constructed by Krishnenurty
(19642, p.69), points to the existence of considersble excess capacity
in the nanufacturing sector during the period, 1947-60. Even the very
crude series of potemtial utilisction ratio constructed by Divatia
and Varna (1970) does indicate that over the years fron 1960 to 1968
actuadl production in the namifacturing sector woas far below its poten
tial production, the latter beins defined in & crude way as the peak
production achieved upto the time in question.

22/ This also conforns to the approaches of various eupirical studies
surveyed in Chapter 2, These studies sugzest that the (relative)
prices of agricultural products are determined through & competitive
nechanisn, beiny responsive to changes in conditions of bHoth denand
and supply.
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the price formation relation in the non-agriculbural sector {4.29) along
with (4.32) deternines cbsolute prices P™ and PT, and thé equation (4.30)
de‘lcerg"ines the rate of interest, with the help of (4.31) and (4.33). The
purpose of the condition (4, 28) isu;,“; deternine non-agricultural income,
Y?, by the agsregete demand for mon~ajriculturel zood which depends om,
gnonz other things, relative price of agricultural good, agricultural
incone, rate of interest and the non-zgricultural income itself.

Let us now suppose that an equilibrium exists so that there is a set
of values of the veriables — demote it by (P, T, P, r, Y ,P% ¥ ) —

“g? To? Tt et Te' To? o
for which equations (4.27)-(4.33) are satisfied. We assune further that
all functions in the above equetions are contimious and have contimuous
partial derivatives.

Now fron (4.-29) -(4.33) one can express r orournd the emilibriun
point in terns of the veriables Yn, P, Y and M. This can be done by neking
use of the implicit function theoren (see, Theorei 2 in Appendix A.1), \
provided (1 - PFP ) is mwt equal to zero. This is, however, positive |

Fa

by (4.29) so that one can write

(434 r= mR(YLP; Y M

~

where R is & contimuous function having contimious partial derivatives

Ziven by 2/

23/ The derivation of R function 2nd its partiel derivatives is shown
in Appendix A.2. The fact that a rise (fzl11) in Y? or in?P will
raise (reduce} r can also be denonstratel graphically by making use
of the Figure given towards the end of the present. secfion (me 91)..
Frop Figure 3 it is obvious tlat a rise in Y© will Bhift the

. ' . contds../-
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YFY
1 n ——n
Ry = Ly/ (P + T ) > 0
n P
2
YFP
_ n a 8
RP -Ly,P (Y+1_PF)>_O
(4.35) Py
R = P L - > O
i v
R = L <0
u] ju}

We are now in a position to reduce the whole systen (4.27) ~(4.33)
into only two similtaneous relations involving only two endozcnous

verisbles — Y  and B, This is done in the mext subsection..

Equilibrivn Conditions Recast into Two Relations
Involving Only Two Endogzenous Variables - Y@ and p

o
i

For this purpose we first define two new functions — D~ and D% e

which are really the R.I.S. of relations (4.27) ond (4.28), respectively.

For want of better nenck, we shall call these the ogremate  denands for
*&L—AL______

asricultural and non-ggricultural zoods, respectively, although these are

net of taxes and internmediate use. Thug for the agricultural good we have

footnote 23/ contd,

F-curve upwerds, Therefore, given the relative price and herce the
ray od, both the absolute prices and hence the aggrezate noney income
will rise. This in turn raises r via (4.30)+ Sinilarly, a rise inP,

given Yn, shifts the ray od to the right and hence raises both the

absolute prices, In this case 80 a.gragate noney incone and hence
the rate of interest rise. :

/
/
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07 = ¥ (y,P) + X (YY - 8 YR - YY) + P
¥ (pY" + YU, B) + XN (YY) - g YR - 2H(YY) + &
[in view of (4.31) 7

—_
B
N
O
—
3

Da (,Ynn P; Yas QUY; B )

il

2
The partial derivatives of this function are given below—é/

= o o+

n I yn
D = oY+ ¢®+ 312
D y p

(4.37) ,

a a a
D = ¢ p .- -7
P b/ Y
¥ =4

qd

a

An increase in Y- raises the consumption .demand for agrioulcutal

good, by C;' and the intermediate demand, by Kin- Thus we heve unambi-
’ n
guously,
&
(4.38) D
n

>0

However, in the expression for D:‘ the first and last terms are positive
while the second term is negative. We shall however assume that
a,
A1 D 0
(41) b, < |
The negative sign of D; entails the agsumption that the second ternm
dominates the other two. Theoretically, a chanze in P induces two  kinds

of effects on consumption -— the income effect and the substitution effesct.

24/ In the amalysis that follows we shall everywhere neglect partial
derf:i.v&j.tives of functions with @pect 1o B . However, it is very easy
to consider such partisl derivatives and even a comparative static
analysig (presented in thé next section) in the case of a change in .,
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To discuss the income effect first, an increase in P in the presenf case
has opposite effects on the resl incomes of the two sectors. It raises
the real income of the sgricultural sector, but reduces that of the non-
agricultural sector as the latter can afford to buy less agricultural good
than wus possible earlier. As a result, the income effect of a rise in P
is likely to increase the sel f~consumption of the agricultural sector and
to reduce the consumption of the non-agricultural sector. On the other hand,
the substitution effect of & rise in P tends to reduce the consumption |
demand for agricultural good from both sectors. Since we measure real
income by Y = PYa + Y and in the consumption function the explanatory
vari_ables introduced are both Y and P, the income effect of a relative
price change for the agricultural sector is given by C;'- Ya'. On the other -
hand, C:' measures the income effect (of the relative price change) for
- the non-agricultural sector as well as the substitution effects for both
agricultural and -non-agricultural sectors, all of which work in the =ame
| (negative) direction. We aSsume that these three effects taken together
-are sufficiently large to outweigh the income effect for 'the agricul tural
sector (and also the tern ,ﬁYa/Pz) , SO ’;hat D;' is negative.

dbout the partial derivative > we assume it to be less fhan

a

unity

(42) D¥ ¢ 1
t
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The demand function for the non~-agricultural good can also be

written as follows s

Dn

C°(T,P) + g Y - pX*YYH - oYY + (YN, P, 1) + Q7

(4-59) = cn(PYa + Yn, P) + 6 YEL - PXa,n(Yn) _ Tn(Yn)
TR R e WY oy (a-39)

n n a,
(Y, P @, Y, M8 )

The partial derivatives of this function are given below :

D o=oloP®™ et 4 e (. R )

‘Vn Y yn yn ‘Yn o yn

T h STl ) o RS o P

3 v B T -
(4.40) 0 _

%

n n , 1

D = Ce«P+B + (I . R )

Y, y I

11 n

where the bracketed term in each expression is the one which works through
the change in the rate of imterest induced by the change in the varisble
in question, g

Let us now see what stipulations we can make shout the signs of

the above partial derivatives.

An increase in Y raises ectly the consumption and investment

demand for the non-agricultura good. However, simce it raises the rate of

interest via (4.34), its indifect effect is a reduction in investment
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demend {the 1ast term). Considering also the terms corresponding to in-
direct taxes and intermediate demand, the net effect is likely to be

positive. For our purpose we need only the assumption that

(83) DS < 1
n.

It is, hovwever, interesting to trace the effect of a rise in P on
D", It raises agricultural real incéme and hence this sector's demand for
non-ogricultural good, by C;’ .Y (the income effect of a relative price
change for the agricultural sector). However, the income effect on the
demand for non-agricultural good works in & neg afﬂé direction for the
non-ggricul tural s ector while its substitution effects for both sectors
work in a positive direction, Since the term c;l measures the sum total
of the last three effects and since one of them works in a direcfipn
opposite to those of the other two, the sign of C:: cannot be establis;hed
a p’riori. It may be gositive, negative or even zero (if the two opposite
effects cancel out)gi( fpart from these effzcts on consumption, & rise
in P reduces the investment demand in the non-agricultural sector directly
via its effect on profitability (since I;l< 0) ‘and i'nd;irectlxr by reising
the interest rate, via (4.34). Considering also the effect on rthe value of
intermediate use of agricultural good we assume that the net effect of a

rise (fall) inP is a reduction (inmcrease) in DV

(44) D;l ¢ 0

23/ It is sometimes argued that for the non—agricultural sectc;r the inconme
effect is cons:.derable g0 that .the sign of ' or even of (G}r R Cn)

nay be negatlve. At this point we may recall our discussion’ on
vage 28 of Chapter 2 and particularly the study of Krishnan (1964).
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A rise in Y% has two opposite effects on the demand for non-azricul-
tural 'good. It rai-ses the consumption and intermediate demand of the agri-
cultural sector for the non-agricultural good by (Cl;. P ‘+B Je On the
other hand, it raises the rate of interest via (4.34) and hence reduces

investment demand in the non-agricultural sector. Ve assuuc, howevor,that

.

(45) >0
ya

i rise in the base money il has, however, an unambiguously favourable
effect. on the demand for non~agricul tural good. For, it seduces the rate
of interest via (4.34) which, in turn, boosts up invéstment demand in the
nonmagi'icultu:ral sector @

(4.41) D:: > 0

As a final step, we can now rewrite the equilibrium conditions for
‘the agricultural and non-agricultural markets, namely relations (4.27)
end (4.28) in a way so as to get rid of all the other endogenous variables

1'2‘6'/ 3

of the mode

26/ At this point we may show how several veriables treated as exogenous
in the text could be made endogencus. Let us consider such variables
in the equation (4.2}, as an illustration and 2ssume that

n
T En(Pn; p¥n YW); Epn< 0, E;Wz 0, E§W> 0
F

]

My, P% ™, Pyo, >0, KO
¥ Pn . Pwn

a a

Y%, e, o) x;'> 0, I
5T a

where P'% and Y are, respectively, the world price of non-agricul-

tural good and the world income, both given exogenously and where

1l

I >0, I" <o
r

I:> 0, since a rise in P implying a rise in the price of agricultural
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(4. 42) ™ - p? : nonesgricultural market
(4.43) ¥ = s agricultural narket

where the functions D® ond D™ and their partial devivatives are given
by relations (4.36), (437), (4.39) and (4.40). Bach of the equations —
(4.42) 2nd (4.43) ~ defines an implicit function of two endozenous
varicbles e .14 P and other relevant exozenous varisbles and hence cen
be solved uniquely for Y" or for P with the help of the implicit function
theorem‘z'?/: provided certain conditions are fulfilled. Such an exercise
will facilitate a simple graphical exposition of the equilibrium solution

of our system.

Footnote 26/ contd. B
‘ i

good relatively to thot of imvestment sood/ likely to raise profits in

the agricultural sector., The autonomous demand for non~cgricultural

good (Qn) now becones Qn: GC + GI, 8ince it is obvioug from (4 29)

thot P™ is an increasing function of both Y- and P (sce also footnote
23 ), the demand for noneagricultural zood :

Dn=cn+BYa-ann-Tn+In+(Ia+En-Fn) + Q"

can still be shown to be o function of ohly two cadogenous variables

Y" and P. Hence partisl derivetives of DY with respect to T, P, @, T
and M can be easily cbtained, I);l will still be positive and we have

orly to introduce assurptions (A3)-(45). The subsequent anzlysis nay
then proceed as in the text. Similarly, exozenous variazbles. in the

denand for egricultural good (viz., A SA®, B” and ¥ could also be

made endogenous; for that we have only to recall the relevant assumptions.

27/ See Theorem 1 in Appendix A.1,
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A Graphical Representation of the Bouilibriun Situatiovn

To take up, first, the equation corresponding to the non=asricul~
tural market it can be solved uniquely for Yt in 2 neizhbourhood around
the equilibrium point (Yg, Po), provided (1 - D; ) does not vanish at

n

this point. This is, however, positive by (43). Thus we con write

n

(44)  Y'= "5 Y, p)

where ¢ 1s a contlnuous function heving the following contimious

partial derivatives

Dn
n
¢ - —2
yl’l
& Dl; 1
(4ed5) 0 s——m . . -
= 3 1-0
Yn yn
- e
6 - —a
Vo 1-0"
yn
. it
én B I
n 1 - Dp®
yl’l

It is easily verified that (4.41) and our assumptions (A3) and {(45)
n I 4} B
guarentee that ¢, ¢ and ¢ are 211 positive. Asain, the
£ Ya =
assumptions (A3) and (A4) imply that %? is nezative, Tor ziven valuas

of the exogenous variables the relation (4.44) is drawn cs & dowmward

&
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sloping curve, nn, on a P - Ve planez—aj in Figure 2.

In a simil ar way, the equation (4.43) corresponding to the agricul-

tural market can be sclved uniguely for P in a neighbourhood around the

ecuilibrium point (Y;l, PO) , provided Da does not vanish at this point.

Cur assumption (A1) scys thot the value of this partial derivative is

negative, Thus we cen write

where

a

(446) P = (¥ a% ¥, B)

a . . ! ! . .
¢ is a contimous function of its arguments having continuous

partial derivatives, given below :

D&
N
¢;’ s ————= > 0
n (—DP )
3 p?
¥ (4.47) 0 - B _ 1 -
Tq a a
a (—Dp ) (—Dp )
1- 0
a “a
¢ya— 2 < 0

The shape of the nn -curve can be explained cuite essily. This

curve is the locus of all pairs of Y" and P for which the non-
agricul tural market is in equilibrium. If D < 0, then starting

from an equilibrium sn.tuatlon, an increase 1n P reduces aggregate
demand for non~-agricultural good and hence creates excess supply

in this market. Since D;_l < 1, this excess supply ctn be eliminated
: : n

only if non-ggricultural income falls. It is also =2agily seen that

. n

in the case DP > 0, and D;l <1, the nn curve will be an upward-

sloping curve. =
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The signs of these partial derivatives a@re obtained with (4‘.38)
end the assumptions (A1) end (A2). Por given values of the exogenous
g . : o ) : 229/
variables the relation (4.46) is depicted as an upwérd-sloping curve=%,
za, on a P ~ Y plane in Pigure 2.
The equilibrium values of the two endogenous variavlos Yn and P

are now obtained at the point of intersection, e, of the aa and nn curves

Yn

©
fs e e o e e e
o]

J

0
FIGURI 2

and these are shown as Y? and P ir Figure 2. Agein, substituting the
n . . ‘ o
values of P and Y ' in (4.29) and (4.32), the equilibrium values of two

absolute prices are easily determined. This is shown in Figure 3 where

b

2_9/ The positive slope of the aa curve can be obizined with simple
argument. In fact, this curve gives the locus of 21l pairs of
valueslof Y and P which maintain equilibrium in the agricul tural
market. Starting from an equilibrium situation, 2u increase in Y*
raises aggregate demend for agricultural good (since D; > 0) and

n
: . : (2 :
hence creates excess demand in this merket. Since D_; < 0, this excess

demond can be eliminated only if the relative priceq of egricultural
good riges. ) s
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the slope of the ray od (referred to the p%axis) equals 1/’PO. The

eq_uilibrium values of absolute prices are determined 2t the point of

intersection, W between the rey od and the F-curve (adapted from

Pigure 1). They sre denoted by‘Ps'and P? in Pigure 3.

Pn
a
i s
F -~
%, T)
3 w
Pn- LT B *’—'0/
) //— :
|
'
1. )
Po |
i Pa
Pa.
o

The equilibrium velue

FIGURE 3

of the rate of interest con be obtained by

meking use of equations (4.30), (4.31) and {4.33), or equivalently, of

the equaticn (4.34). Bquilibrium values of other variables may be

obtained similarly with the help of other equations in the model.

To summarise the results demonstrated so far, given the values of

the exogenous variables the equilibrium situation of our economy is charac-

terised by those values of the variables w Yn, P, Pn, Pa, and r =~ which

satisfy the set of equations

equations (4.42), (4,43), (4.

(4027)~(4.32) or equivalently, the set of

29), (4.32) and (4.34). With a few suitable

o
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asgumptions, & graphical exposition of the determinztion of the varisbles
.n n _a . : o
- Y,P, P, P — ig 2also shown in Figures 2 ond 3,

We now proceed to derive some comparotive static results -~ resulte
which indicate the wey in which the couilibrium values of the endogenous

varichles will change in response to specified shifts in the exogenous

voriconles. This is discussed in the noxt section.

4.5 Comparative Static Analysis

We shall consider specified chonges in the following exogenous
variables — Qn, Qa', Y* and M — and their impact on vhe equilibrium
values of the endogenous voriables — Yn, P, Pn, Pa' and r,

First of all, let us take totel differentials of the relations

(4042) and (4.43).

aY' =10 ay"+ 0@ + D aQt+ 0" a4 Dt am
Y, D 9, - v, n
(4.48) - |
ay” =

¥ ay" + d* @ + 0¥ ag®+ d* ay®
yn P qa. ya .

Since Dzn =1 and Dza = 1 by (4.40) and (4.37), we get from the

- above two equations

' 11 n n a Tl
1 -0 a = = .
7( - ) ¢ Dpd.P aq + 1)y ay + D am

n ’ a8
(4449)
D;‘. 1 - .D;’
a'n dYn + 4D _ 4 an + i d.Ya
D (-0% D
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Let us now consider the following determinant

J = 1< 1 -0
In P
: 2
D
(4.50) Yorn
? 1
! D
o
= 1-3 o+ b 2R
"rn P D
P
- Da =5
y
= 1~ 10 &+ 4

We shall assume that the above determinent is positive. .This agsumption
has indeed an interesting economic interpretation. A rise in the non-
agricultural income has two kinds of effects on the aggzresgate demond for

non~agricul tural good - one moy be called the income effect and the

other, the price effect. A one unit rise in Yn changes the aggregate
demand diractly ‘t:;y D;l s (of cou;r:se, D;l incorporatesthe effect on the
demand brought about ‘:)Iy the change in rn which is induced by the given
change in Y'; see the rolevant expression in (4.40)). This may be
celled the income effect. However, a rise in Y creates a disturbence in
the agricul tural market by :;'éising the aggregate demand for the agricul-
furel good by D;' + Consequently, the relative price of eagricultural good

n

rises by D;' / (-D; )s This rise in P reacts beck on the non-agricultural
n
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- morket by changing its aggregate demand byﬂ/ (])]I;)1 Dy )/(-DP ). This
n '

may be called the price effect, or the effect which works through the
' .

chenge in the relative price of agricultural good. We assume that the
sum total of these two effects is less than unity. In other words, the

ultimate rise in the aggregate demarid for non-agricultural good consequent

upoil & rise in income in this sector should be less thon the latter

¥ Y a
n D
( P)_

We also-list below our assumptions and signs of a few partial derivatives

which will be needed to derive our comparative static results ;

©

(A1) Dp < 0
(42) »¥ < 1
ya.
(43) i Rl
yn
(A4) D;I < 0
. n £
(45) ]?-Va > 0
and
a a an A 3
38) DO =
(4.38) - c, +Xyn > 0
S
(44 3 = (I R ) > 0

2R T ' ; o
30/ Of course, D incorporates the effects which work via the change
in r brought about by the given change in P; see the expressien

for D;l in (4.40).
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One point remcins to be mentioned regsrding (46). It is easily seen
thet if (A1), (43) =2nd (A4) are satisfied, then (46) is sutometically

" sotisfied, In fact, (46) con be written os

D
1__]3;1') D;l—'—-ar-];""‘
n ’ ~-D
(- %)

With (41) and (43), the 2bove can be rewritten as

(- D;') | I~
(462) N e
® 1-D
by g

n n

Prom (4.45) and (4.47), it dis seen that the left hend side of the rela-
tion (A6a) gives the slope of the aa~curve (referred to the P-axis) while
the right hand side gives the slope of the nn-curve (referred to the
P-axis)., The relation (46a) requires fhe ag~curve to hove a slope

olgebraically grester then that of the nn-curveﬁ'{

31/ The assumption (46) is thus compatible with the case D;1> 0, i.e.,
" the case when the mm-curve hzs 2lso a positive slope. The assump-

tion (A6) then requires the as-curve to ke sbeeper than the
mn~curve (both being referred to the P-axis). '
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A Change in'Qn'

Let us first consider specified change in Q,n only. In this case,

we can a@(e for ﬂﬁ and -@—5 from (4.49) by Cremer's rule.

ag® aQ -
a o b, o .1
n J - 55 J
aQ
(4.51) o : 0 .
. D?
dp ! 1 n
I 1 = =, -
.n J g J a
ag In (-DP )
g
yl’l
= 0
D
k)

where J ié defined by (5;.50). It is essily seen thet if our assumption
(46) is sotisfied then dY'/dQ" is positive. If, h.owe'ver, (46) and (A1)
are satisfied, than dP/dq is elso positive.

To find the effects on the absolute prices, we first write (4.29)
and (4.32)

n

it

(4:29) P F (P%, Y7)
(4.32) P> = pp®
Taking total differentials of the relations (4.29) and (4.32), we

get

(4.52) @ F ®* + F  ay®

(4.53) ap? P @” + P @


http://www.cvisiontech.com

From (4.52) and (4.53) we get, after simplification :

B, ok
(4.58) @®" = —F— ay" + —F @
A - 1=~ PF ' 1 -PF
Py 4 Pa
Since # and _@.,P.i.l are both positive, and ¥ , T and 1-PFP-
ag g Yn Py a
. . ! >
are also positive by (4.29), it is easily seen that —— and =
, aQ ag
are also both positive. Finelly, from (4.34) we get
ar a
(40 55) -—I;. = R Ynn + R 'g":E';l
aQ In ag P oag

which is also seen to be positive, since Ry and RP are both positive

n
by (40 55)-
The above results can be obtained b+ making use of our 'diagrams
developed earlier. As (4.45) shows, ¢n > 0 so that an increase in Q
n=1y

shifte the mn~curve to the right say, to n‘ln1 (Figure 4). The new equili-

brium point is e1 where relotive price rises from P0 to P, and non-agri-

‘ 1
cul tural income, from Y: to Y?. The change in cbsolute prices can also
Yn \n1
.
n-

. \ e,
Y1 e
Y R ) s

0 -
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be shown on a Figure 3-type diagram. Since ‘e increases to Y., the F-curve

1’
ghifts upwards (Figure 5). Further, since relative price has increased to
P1, the ray through the origin (with its slope equal to the reciprocal of

- relative price) shifts downwsrds to, say, od,. Therefore, wnambigously two

Pl’l
n
P1
ph
Q
i
l_.'
1. \p !
B it
i9 Fi i Pa
O Per 3 P“ﬂ'
o 1

FIGURE 5

absolute prices increasc to P?’ and P1n.

Finally, it is casily seen that
since non-agritmlfural income and both the absolute prices increase,
aggregate‘maney income increases and hence the rate of interest also
increases, Thus we hove the following result

PROPOSITION 1 : Under the. assumptions (A1) and (46), o rise (fall)

in the autoromous demand for non-agricultural

good, Qn, raises (reduges) Yn, P, Pn, Pa' and r, -
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A Change in M

Let us now consider 2 specified change in the base money, M, 6nly.

From(4.49) we get

n ' . Dy
Y _ 1 P R~ I 0
dm S ) D J
(4.56) . 0 1
: n a
g _ 1 n n Dm Dy
=P = 1-D D B . n
dM J - m = J 8)
-D
( b
o
In
iy 2
D
Y

where J is defined by (4.,50).

Since g; and qg are both positive by (4.38) and (4.41), the
n by )

assumptions (A1) and (46) imply that %ﬂ% and % are both positive.
; n a
From (4.53) and (4.54), it is easily verified that ‘{%f&" and I e

also both positive, Finally, from (4.34) we get,

.57) 4dr _ ey ®
(4.57) = .Ryn o +Rp 5o &

However, Ry and Rp are positive by (4.35) while Rm is negative, There-
n -

forey, the effect on the rate of interest is ambiguous. %_%;;[ will be nega-

tive, if the last term dominates the first two terms.
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The present case can aiso be shown graphically, exactly in the
seme way as in @he previous cese. Since, D;: >0, thg hﬁ-—curve will shift
to the right (see Figure 4) and Y? and P will increase, From Figure 5 it
is then seen that P° and P™ will also incresse. We can now stite

PROPOSITION 2 : Under the assumptions (41) and (A6), a rise (fall)

‘in the base money,.rM, raises (red“uces) Yn, B, p"
and P?% The effect on the rate of interest ig,

however, ambiguous.

A Change in Q,a'

We now consider a specified change in the automomous demend for

agricultural good, @~ From (4.49) we obtain

| . e o
axt 11 6 I S L e "
ag® i P 5
; — P
(4.58) — 1
(<D
p ?
. 1-3;
'-dr-;—a= -:]j_ 1.,,Dn 0 = -}_l an
aq In (= D)
)
o
| In il e
: a .
| D : D
P&

where J is defined by the expression (4.50). With assumptions (A1), (43)

and (46) -@; -i8 positive, while ay”
aQ* aq”

will be negative if (A1),(44) end
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)

(46) are satisfied. From (4.53) and (4.54) we obtain

- F & po R -
@& _ In aye Pa @
an T - PFP .ag? 1 - P}J'13 ag®
: a a
(4.59) :
= a n
Eo.p-E oyt &
aQ® aQ . dg
ay” dp '
Since, = < 0 and -— > 0, the effects on the two absclute
a a
aQ aQ
prices are ambiguous. One result is, however, obvious, nomely that
@ . - ap® L
whenever ——— is positive, ——— has got to be positive,
ag” ag®

The 2bove results can be shown graphically also. Since ¢Z’a >0
by (4.47), an increase in Qa shifts the aa curve to the right to say,
a, 8, (Figure 6). As a result, P increases to P,1 while Y" falls %o Y,1n.

Yn

o B

~ B

FIGURE &
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) . . n .
The effects on the absolute prices are, however, ambiguous. Since Y falls,
the F-curve shifts dowmwerds (Figure 7). However, as P 2lso increases to
P1 s the od curve also shifts dowmwards to 88y, od,]. Therefore, whether

n

P

P% ang p" will rise or fall will depend on fhe relotive shifts of the

two lines. If the.shifts of the two lines =re such that they intersect

@t a point to the left of the vertical 1ine P: 7, then both absolute
prices will fall. If, however, the new intersection point W,‘ is above
the horizeontal line P: e (extended), then both absolube prices will rise,
This case is shown in Figure 7. There may be a third situwation : P" falls,
but P rises. This occurs when the new intersection point W‘I ig both below

line .
the horizontel/ P: ¥, @nd to the right of the vertical line Ps‘ w
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Finally, from (4.34) we get

(4.60) & = g 5—%-4-12 £
Caq n aq B g

so that the effect on the rate of interest is also ambiguous., Thus we hove
ROPOSITION 3 : Under the assumptions (A1), (43) and (M)E—Q{ a
rise{fall) in the sutonomous domand for the agri.
cultural good, Qa, reduces (increases) Yn, but
increases (reduces) P. The effects on the two
absolute prices and the rate of interest are,

however, ambiguous,
4 Change in v2

Let u® now consider a specified change in the agricultural income,
Ya’, only. From (4.49) we get, therefore,

ay™

1 ;oL n
= = D - D
ar® J l Va P
I 1 - D;
a
| a 1
D
p —_—
1 = D;‘
(4.61) - 1 P o+ 2
Y, P 2
% = -} 1 -t o
ay In Ja
of 1~
y.’l’l ya
p* p®
D D
F(1-D2)(1-2) =D D
Ty Yy Yy It T
= . ] p ———
}__/ As we have already 1nd1cated“?csn page 95, (46) is automatically

satisfied in this case.
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where J is defined by the expression (4.50). The signs of the above two

expressions are seen to be ambiguous. However, if (A1), (A2), (44), (45)
n
and (A6) are satisfied, ==

- 1s positive., Similarly, with (A1) and (46),
CdY .
a

—~~— ‘will be negative, zZero, or pogitive according ag
ay

(4.62) (1 -1°

TTEER b KoL
Y v, < va 7,

Let us present this case grephically. From (4.45) we see that 4)1;

a
is positive. Therefore, a rise in ¥ shifts the m-curve upwards to, say,

n

n,n, (Figure ). From (4.47) we see %hat ¢; 20 so that a rise in ™
Y

v

FIGURE &.

shifts the aa-curve upwards to, say, 8,04+ One result is obvious. The

mon=-agricultural incomé will rise. However, whether the relative pricé
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of agricultural good will fall or not will depend upon the relative shifts
of the two curves. The shift in the aa curve at the old relative price (PO)

is eoea which is given byéé/ (1 - D; )/D; + The shift in the nn curve
a n

at the same relative price is eoen which is seen from (4.45) to be equal

to g; /(1-D; ). From Figure 8 it is obvious ‘that the relative price of
a n :
agricultural good will fall, remain unchanged, or risc, according as

a > n
e e ? eoe
i' e. ’
1 - D> ?
v, > Ty,
<
2 1 - D°
yn yn
io'e-,
’ >
(1-10 ) (1-0) g~
T v, Toy_N3,

which is the same as the condition (4.62).
In the present case, the effects on the two absolute prices and

the rate of interest are ambiguous. We have from (4.54) 5 (4.53) and (4.34).
F PR F
n ¥ n p
(4.63) dPa. " To . oo ¢ . =
ay P ay 1 - PF ay
a P,

o

2%/  Since relative price remains unchanged, we have from (4.46)

0 0= 2 At « ¢ ay?
Vs v,
and hence 5 a
Tl \ ¢y 1 - D,
4y s
k\\’-—a . .aa = - ) ' L‘by (4'471}
o /é const, ¢y Dy


http://www.cvisiontech.com

106

a n
(|.64) . .g_P__.. =P _d?-; +Pn dP

(4.65) & lop ay” +Rpg£5 + R
ay n 4y a¥ ya

1,
One result is, however, obvious. Given that X is positive,
n

e ay® P

r— will be negative orly if — is negabive and thus whenever i

ay N ay ay

-is negative, — o 18 also negative. This is easily verificd by (4.63) -
ay

and (4.64)., We can, therefore, state

PROPOSITION 4 : Under the assumptions (A1), (A2), (A4)-(4eb),

a rise (fall) in agricultural income, Ya,
raises (reduces) Y. A4 risc (£211) in Y*

reduces (increases) P if we heve also

Tl a. a
(4.66) U-Dyn) (1—33%) > T T,

&

The effects on Pn, % and ¢ are, however, ambiguous.

46  Summary and Comglusion

As we have ergued in the preceding chapters macroeconomic theory
developed within a broadly Keynesian (income-expenditure) one-sector

framework cén not be applicable to the case of an underdeveloped economy

like India. To recapitualate, first, the entire paxt of such an economy
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can not be gaid tc be governed by a single 'law', On the one hand, the
maechanisms determining prices in different sectors are suﬁposed to be
diffcerent, as we have seen in the first two chapters. On the other hand,
-the behaviour of production is algo dissimilar in different scctors.
While non-agricultural sector may be supposed 1o operate under excess
capacities so that production can respond to demand in this sector, the
gane is unlikely to be true of the agricultﬁral sector which usuallj
accounts for a major part of domestic product in such an economy. Secondly,
the standard macrocconomic models pay only a scanty attention to the role
of prices in the cconomy, Parficularly, the interactions between prices
and incomes in different sectors are not rigorously exemined. However,
prices are likely to play a great role in affecting demands and produc~
tions in different sectors of an underdevel oped economy.

The theoretical model proposed in this chapfer secks to take
account of the above points and considers a two-sector breakdown of the
economy,‘viz., agriculture and non-agriculture. In this scnse, it can be
viewed asra two-sector oxtension of the Keynesian model to the case of
an underdeveloped economy. A tacit hypothesié is made about the working
mechanism of the economy, namely that it is the relative price of agri-
cultural good, and not its production, which adjusts to the condition of
excess demand {or supply) in this sector while production in the-nonw
agricultural sector responds to demand in that sector. The model also

allows for the determination of absolute prices of the products of the
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two soctors and thoe rate of interest, by integratingrmonotary factors
into the working of an overall system.

Neﬁct, 81l the rdlations of the model are shown to be reducible  to
two simul taneous equations ilnvolvir'lé'only two key variables - non-agricul-
tural (real) income and rolative price of agricultural good. With a few
reagonable assumptions, a simple graphical exposition of the determination
of these two variasbles as well as' of two absolute prices has been presented
in Scetion 4.4.

Section 4.5 on comparative statics then aims at finding out how
the various endogenous varisbles will change in response to a specified
change in some exogcnous variable. Suel ~. i lysis mokes it pessible
te  identify some of the footors which may be held responsible for
generating upward pressures on prices in the economy. Let us now summarise
the varicus comparative static results.

An increase in the demand for non-agricultural good brought about
elther by an increase in its autonomous demand, or by an increase in the
base money, raises bo%;h the non-agricultural income and the relative
price of agricultural good. The absolute prices of two goods alsoc rise.

To talk about the effect of these variables on non-agricul tural
income (Yn) » 18t us consider, as an illustration, an rincrea.se in the auto-

nomous demand for non-agricultural good (Q'). We have seen in (4.57) that

7 dYn 1 1 -
= T i by (4.50)"
dQn J _ | D;,- [ ( ) i
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Usually, in a one-scctor Keynesian model the valuc of the multi~
pl';lcr can be shown to be 1/(1 - D;l‘ ) which is further greater than unity.
In the present case, howevor, the vI;lue of the multiplier has an additional
term in the denominator (D;1 I); )/D:' s which oleariy brinzs out the role of
prices in the determination ofnincome. In foet, with D;:( 0, 'D;n >0 amd
DE’( 0, not only the value of the multiplier would be lower than what one
gets in a typically one-sector model, but it might even be _lc_ss than unity.
This then brings out the differences of results in the two types of models.

Again, an increase in the autonomous demand for the agricultural
good tends to raise its relative price and, because of t‘ng importance of
the impact of prices on demands, may even reduce non-2gricultural income.
This is stated in Proposition 3.

The mechanism by which a fall in agricultural (real) income affects
the economy is a little bit complicated. The likely situation is that it
will reduce the demand for non-agricultural good and hence the non-agri-
cultural inobme. The reclative price of agricultural good will 2lso rise

|
under an additional assumption. Thig is spelt out in Proposition 4.
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PART 1ITI
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A Few Additional Notations

This part is devoted to 2 discussion of various empirical
resulte of the study. Bach equation has been estimated by the single
equation OLS method. Below each esgtimatoed coefficient its t-ratio has
been presented in brackets. The coefficient of determination (uncorrected)
is deunoted by Rz while that corrected for degrees of freedom is denoted
by ﬁz;; d stands for the Darbin-—Watson statistic. The sim of the sample
is 16 (covering observations for the years from 1950-51 to 1965-66) for
each equatj.on except thaﬁiz for investment functions for which it is 15.

Various notations hised in the present study heve already been
described in Part I (pp.14-15). A few additiomnal notations which are

used in the empirical model are explained below :

£ ¢ time irend with the year 1950-;51 ag 1:

GS : stock of goverrment securities held by the public
and other banks except the Reserve Bank of India
(in crores of rupees);

r : long-term rate of interest;

r s short-term rate of interest.

A subscript '-1! to a variable denotes its one-yenr lagged walue.
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Chapter 5

CONSUMPT ION FUNCTIONS FOR AGRICULTURAL
AND NOM~ASRTCULTUZAL GOGDS
5.1 Inﬁroduction : AProblem of Data

The theoretical model as outlined in the previousuchapter consi~

ders private consumption functions for two' goods -~ agriculture and

non-agriculture --— sépafately..We, therefore, need figures of 'privete

consumpt ions of ‘these two goods. The quéstion is how to get theie figures.
?he problem does not arise in the case of aggregate priva?é

consumption of all goods taken together. For, the usual procedure is to

estimate this figure from the national income identity, i.e., to estimate

it as a residual item after subtracting from national income all other
kinds of final demand, namely exports (net of imports), government con-
Sump?ion and ip§estment and private investment. When this procedure is
applied to estimate figures of consumption of two or more.goods sepa~
rately, one 1@mediately faces a problem. For, now figures of incomes
originating in different sectors would not be sufficient. Rather, figures
of outputs of different sectors are needed and time series data on out-
guts of difﬁére?t sectors are not available. In faot, official national
income publication, say, Govt. of India (1971), furnish incomes (i.e.,
value added) in different sectors and not their outputs.

Let us now see how we can estimate figures of outputs of diffe~

rent sectors, As we have noted In Section 4.2 of previous chapter,

there is a relation between income and ocutput in the agricul tural sector,.
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as follows 3

By e 1T g
‘where X* and Y® are réspectively output (net of its own imput use) and

——

income in agriculture at constant prices, s is the amount of non
agricultural good used ps intermediate Input in agriculture and P is the

relative price of agricwmltural good in terms of non-agriculture i. e.,
p® - '“ J =g
gﬁ* whex-e_Pi is the price of the gogd of sector i, We now assume that
P - - i 3 -
the amount of non-agricultural input used in agriculture is proportional

to the agricultural output :

S N £

where B’ is 'th'e amount of non-agricultural input needed to iarodu'ee one

unit of agricultural output. From (5.1) we have

(5.2 ®e —A_

and hence
(5.3 © X% - gy
where f is the amount of non-agricultural input needed to gene;-ate one
unit of agricultural income : .
: . 57 ‘
(5.4 - R
4 e —tg
: P :
If we now know B or, for that matter B/ y then the time series

data on Y* and P will help us to obtain estimate of X% and hemce of X%
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In order to have some idea é.bout 8 or B, we may make use of
the seversl inmput-output tables which have been constructed for the
Iﬁdia.n economy for a number of years, (e.g., ISI, 1961; Manne and Rudra,
1965; Saluja, 1968)., These tables consider only a part of the non-
agricultural sector, i.e., that part which produces material _goods.
Thergfore, the intersectoral‘flowsh:f intermediate inputsnwhich we shall
use in our work will be confined to those sectors only which are covered
in fhese ta.bles}j/

To estimate B/ we shall make use of two tables — IST (1961) and
Saluja (1968). The former gives flows for the year 1955~56 and the latter,
for the year 1964-65. From these tables the ﬁlue of B/ is estimated
to be 0.022 for the year 1955-56 and 0.029 for the year 1964-65. Although,
strictly speaking, these two tables are not comparable, yet this rising
trend in {3!. is what is to be expected in a developing economy-‘g/

Notwithstanding the .plausibil ity of a rising trend in B/ we
take an aw}ergge of the above two figui‘es (ieee, 0.026) and assume (3‘/ to

remain at this level throughout the whole period from 1950-51 to 1965-66.

In fact, X% in either 1955-56 or 1964-65 is very small relative to

4/ This means that we are implicity assuming that if theré are any
intersectoral rlows between agricultufe and services, i.ge, from
agriculture to services and from services to agriculture, then

they cancel out. . ' '

g_/ This rising trend in BJ geems to be indicated "in official publica~-
‘tiong. Tdentifying some of tlhie inputs ifits agriculture (namely,
chemlcal "fertilisers, electricity, pesticides and insecticides and
diesel ¢il) as nofi~agricultural goods we have calculated Such a
coefficient for two years -~ 1960~61 and' 1969-70 — from two sources,
Govt, of Tadia (1967, 1972). Thé coefficient is seen to be 0,011
and 0.038 in two years, respectively.,

@t
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x% or Y% 8o it will not be a serious mistake if we assume 5} Eo he at
a constant level throughout this period. One final observation is to be
added. The value of B , as calculated from (5.4) with the help of obser-
vations on P and the above value of Bj, is found to be constant at 0.027
for all the years, the reasor again being the small value of B!. This
oBservation simplifies our task as we can now hold that X = bears a

proportional relation not only to X%, but also to Y*

(5.5 X% = gy? ]
where B“ is estimated to be 0.027. ™e have made such an assumption in our
theoretidal ﬁodel in the previous chapter and we shall use it also in our
empirical results.

%parE from xna another important item in the interiqdustry
transaction is Xan, the amount of agricultural good used as intermediate
inputs in non-agriculture. We have seen in Section 4.2 of the preceding

chapter that the relation between value added and output in the non-

agricultural. sector is given by

(5.6) "¢ X' = %' 4P
2 ang ¥R - ] . :

where and Y are, respectively, output (net of its own input use)and

income in the non-agricultural sector at constant prices. Now, as in the

case of e - here glso we could have assumed that the amount of agricul-

tural input needed per unit of non-sgricultural output is a constant,

n
say Q&

(5.7) b
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But problem is that such an " is not observable. For, X" includes

services also which are excluded in the various input-output tables
referred to above. One possible suggestion could have been to assume that
the amount of agricultural inputs needed to produce one unit of output of

the manufacturing sector is a constant, say o" . Then

(5.8) = A

where X is the output (net of its own imput use) of the mamufacturing

sector ~nd Xm, the amount of agricultural inputs used in that sector.

However, this only postpones the problem. For, now time series
data on Xm are needed which, in turn, need figures of flows of inputs
s . am . . Xm
from services to mamfacturing (X ). This is so, because bears the

following relation to income (at constant prices) in mamifacturing (_Ym) :

a. S
(5.9) X = Y®+ E_yam JE. @
‘ A p" p"

where P and PS a2re prices of goods of manufacturing and service sectors,

resgpectively. Thus, given the observations on Ym, a knowledge of = and

x&® requires prior information about Xsm’ the kind of transactions not

inciluded in the input-output tables.

~ B In view of the above difficulties we shall try to estimate o
in & different manner.We first estimate Xa.n for a single year_, nam?ly
for the year 1964-65, from the table of Saluja {1968). The figure is
Rs.2084 crores (at 1960-61 prices). To get figures of X*" for other

years during the periocd under study we make the following assumption :
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(AITI) ‘i‘he amount of agricultural good used as in%ermediate inputs in non-
agriculture ié prOpbrtional'to the output of the agro-baséd industriasz{

Given now the value of Xan in 1964-65, its values for o'thgr years
are easily obtained from the series of index of production of agro-based
industries. This is discusscd in Appendix B,

We can now estimate the private consumption of agricultural and
non—agriculturé.l goods (denoted respectivaly by ¢ and Cn) . As we have
indicated esarlier, consumption of a particular good will be estimated as
a residual, after subtracting from its output all other kinds of demand
like exports (net of imports), investment and/or inventory cha.nge,
govermment consumption and investment, intermediate demands etc. Now we
have seen from (5.1) and (5,6) that output of any séctor can be calculated
from income of this sector. However, official income figure is given at
factor coste Therefore, we have to a@d indirect taxes less subsidies in
each sector to its output at faclfor cost. In this way, we have estimated

n
Ca and ¢ . The estimation procedure is described in detail. in Appendix 3.

Y n

5/ The assumption seems to be a reasomgble one, asg is verified by our
calculation of the coefficient, the amount of agricultural inputs
neéded per unit of output of agro-based iﬁdustries, from the ASI
figures as given in Govtl of India (1964%, 1965, 1966). We have
considered four important ggro-based industry groups = (a) grainmill
products, (b) miscellaneous food preparations, {(c) tobacco manufac-
tures, and (d) textiles - groups which together have contributed to

40 per cent of total value of industrial output in the fadtory sector
in 1966. From ASI ddta we have calculated the total use of agro-based
materials in, and total value of output of, these industries (at
1960-61 prices) in three years 1964, 1965 and 1966-67, and then calcu~-
lated per unit use. The coefficient is found to be stable at 0.40 for
each of these three years.


http://www.cvisiontech.com

118

5.2 Empirical Results

The theoreticzl model developed in the preceding chapter considers
two explanatory variables for both of the conéumption functions — aggre-
gate (real) income of the two sectors (Y) and relative price of agricul-
tural good (P). Corresponding to this formulstion we obtain the following

estimated equations

(5.10) €% = 5926.216 + 0.186 Y - 342%.23 P
(3.694)  (6.704) (~2.072)
i B 0.74, d = 1,98
(5.11) €™ = = 1495.774 + 0.594 Y + 329,17 P
(-1.109) (25.534) (0.257)
=2

R = 0.98, d = 2,26

We see that ¥ hag significant coefficients in hoth of the it énd
Cn functions, that the coefficient of P 1is negative and has a t-ratio
greater than 2 in the Ca funetion whils its coefficiemt in the Cn function
is not at all significant, that ﬁz is very high for the ¢ function and is
fairly high for the ¢® function and that the Durbin-Watson statistic (d)
shows the absence of any significant auto-correlation in cither of the

equations; {see relevant tables in Johnston (1972))£/.

4/ The log-linear regressions of C® and C™ on Y and P yicld almost iden-
tical results 2s their linear counterparts, in terms of 2 and t-ratios
for the various coefficients. In the two equations for ¢* and Cn, the
coefficients of Y are, respectively, 0.48 and 1,21 while those of ¥
are -0.67 and 0.03 (not significant), respectively.
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Wo next examine whether the fit of the equations (5.10)=(5.11)
could be improved by bringing in dther explanatory varichles. We consider
time trend (t) or population for this purpose and both yield, more or less,
similar results, presumsbly because eof the fact that population is highly
correlated with time. We present below the equations corresponding to the

time trend :

(5.12)° €% = 5360.069 + 0.477 ¥ - 5253.78 P ~ 136,668 4
(3.621)  (3.174) (-2.982)  (~1.966)
ﬁz =i 0079’ d = 0098
(5.13) €™ = = 714,165 + 0.193 Y + 2849.85P + 188.198 %
(-0.852)  (2.263) (2.856) (4.780)
g% = 0.99, d = 1.67

?

Despite the fact that B has increased (marginally, of course)
in cach equation, the estimated equations (5.12)-(5.13) suffer from
certain unsatisfactory featurcs, First, time has a negetive coefficient
in ¢% and a positive coefficient in €™ One may try to rationalise such
a result by arguing thet over time the consumption pettorn may be shifting
in favour of the non-agricultural good, presumably owing to factors like
urbenisation, changing income distribution in favour of the upper income
groups etc. However, in view of the fact that over time population is
increasing, it is difficult to accept that the total consumption of

agrlmlltura.l good falls over tlmez/ Secondly, the coefficient of Y in Ca

g -
5/-&s.indicated earlier, replacing t by population in (5.12)-(5.13),
yields 8 negative coefficient for it in (5.12) and a positive

"Goefficient in (5.13).
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is high and that in ¢ is very low. The oorre5pondiné clasticity estimates
(ot éample means‘of the variablesj-are, re5pectiﬁely,.1.24 and 0.39. Such
a low income ‘clasticity of Cn is implausible, and algo that of ¢* scems
to be unreasonably‘high. Thirdly, the d—stétistio in Ca is alsé very low.
On all these grounds, we reject the equations (5.12)-(5.13). -

When attempts aré made to separate out thé effects of agricultural
and nonragricultural incomes on the two consumpt ion functions, we fail to
get economically meaningful results. Thus the linear regressions of Ca and
o™ on three explanatory variables — agricultural (resl) income (Y%,
non-agricultural t-real) income (Yn) and P -~ yield a negative coeffi~
cient for Y in tho 6% function. Further, the coefficient of Y? in the ¢®
and C° functions becomes, rcspectively, 0.80 and 0.34, implying that the
aggregete marginal propehsity to consume of the riécepionts of agricul-
tural income is greater than unity. Such results are difficult to accept
0il economic grounds. .

We thus see that different modifications of the relations
(5610)=~(5.11) attempted {e.gs, separating out the total income into agri-
cultural and non-2gricultural income, bringing in time or population as '
& third explanatory variable etc.) do mot yield economically meaningful
results, and hence are %0 be rejected in favour of the simple formula-
tion (5.10) ~(5.11),

Some gonersl remark remains to be added. The equation (5.11)

appears o have an7unéatisfactory feature, viz., the coefficient of
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relative ‘prlice ig not at all significant. Let us, however, point out that
thepe are certain theoretical arsuments as to why the coefficient of P may
be neslizible in the Cn function. As we have arzued inr Section 4.4 of the
preceding chapter, this coefficient meesures the sum total of (a) the in-
come effect {of a relative price change) for the non-agricultural séctor
and (b) its substitution effects for both sectors. Sinc;a the effect (a)
‘works in a direction opposite to that of (b), the sizn of the coefficient -
of P as well as its magnitude cannot be ascertained priori., The estimated
equation {5.11) shows that these two effects almost cancell out. It shouid
further be pointed out that for the C° function all these three effects
work in the same (negative) direction, which is also confirmed by the
sign of the coefficient of P‘in.(5.‘fo)§{ Finélly, the income-elasticities
of ¢% ang " {calculated from (5.10)=(5.11) at sample means of the
varisbles) are, respectively, 0.48 and 1.19 which conform to our

prevalent notion.

5:3 A Comparison with Earlier Works

In this section we shall compare our results with some of the
earlior studies on private consumption behaviour in Indiz. Let us, however,

point out that our epproach is a novel one in the sense that no other

6/ We showld also point out that since ¥ (= PY* + ¥ involves also P
one may think that there may be multicollinearity in our estimated

equations. However, the simple correlation coefficient (rYP) between

T and P is swall (+ 0.32). Thus rip is only 0.10.
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previous works have studied'consumption functions for the prbducts Qf
two sectors -— agriculture and non-agriculture -~ separately and hence
have not considered rolative price as an additionalletplanatory variables
in the consumption fﬁnctions. In this respect, our result is not strictly
comparsble to those of earlier works. However, we nay say something about
the estim2te of (agsirezate) merginal propensity to consume.

In our model, aggresate consumption of two goods (C), measured

in terms of non-agricultwral price can be written as

" (5.14) o= pe% 4+ %
Hence, the marginal propensity to consume (mpe) for the aggregate consump-

tion will be given by

& n
(5.15) mpce - Pcy + Cy

which, from (5.10)-(5.11) and the sample mean of P, is found to be 0.78.
This conforms fairly closely to the estimates of mpe obtained from other
studies, as shown in Table.5.1. Let us, however, emphasise that our
study considers total income as the relevant variable while other
studies take for this ﬁurpose either disposable income, or private
disposable income, or, monetised disposable incomes Also, some of these
studies consider all varisbles (consumption and income) at current
pfices. Of course, all of those studies consider only aggregate
consumption funotiop. For all these regsons, our estimate of mpc may

not be strictly comparable to those of others.
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estimate

period

1,

author | o2 o
= {1} | oo (2 (3)
Norasimham (1956) 0.90 1919 - 1952
2. Iyenga:& & Krishnemoorthy (1959) 0uT1 1948 - 1955
‘3. Choudhry (1963) 0.89 1930 - 1955
4o Krishnamurty (1965) 0.81 1948 - 1961 |
"5. laamen (1967) 0.81 1948 = 1964
6. Bhattacharya (1971) 0.84 1949 - 1968
Te I\.{aitrwah (1372) 0.84 1939 - 1965
8. Pandit (1973) 0.73 1950 - 1966
9« Present study (1975) 0.78 1950 - 1966"'"
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Chapter 6

INVESTMENT FUNCTION

6.1 Theories about Investment Bohaviour

i) i 1 o *

The theories of (private) investment behayiour have been dominated
by two broad sghools of thought. One is the “profit theory" and the other,
the "acoeleration principleﬁlz

The “"profit theory" postulates that the entrepreneur wants to
 wisdmise the profits, or the difference between discounted values of
future revenues and costs. Two hypotheses have usually been offered that
purport tp explain investment in terms of measured current profits. The
first is the 'expécted profits hypothesis'. It is argued that the expec~
ted p;ofitability plays a gregf role in shaping current investment
decisions and that since present profits are expected td be a good surro-
gate for future profits, the entrepreneuxs wi}; invest according fo the
present ﬁfofits. The. second explanation runs in terms of 'residual fund
hYPOthBSiS'- It is argued that thé rate of investment is likely to be
qonstrained by the supply of funds and the currént profits provide the

internal souroe of finance. As Kuh (1963a, p.7) puts it, "because of

limited availability of funds either from capital market imperfections

'3/ There is a third theory which stipulates-—that investment is basically
 the result of causal forces which are primarily exogenous to.the
economic system. See Hammer (1964, ch.2) for-a discussion of such
"exogenous" theories. Surveys of other theories can be found in
Meyer and Kuh (1957, ¢.. 2) and Kuh (1963a, ch. 2).
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or self-imposed resi?rictions on the business firms designed to avoid
exferna], financing, the actual investment rate will be restricted predo-~
miﬁantly to gross profit levels“-zz |

It may be mentioned that' costs (interest expenses, the prices of
machinery, ctc.) are not explicitly _introducedrlin the fremewcrk of profit
theory. HOTatiever, its role is implicitly recognimed, since changes in costs
will havg immediate repercussions on the current and expected profits, and
.ncaon inves{;ment. _

A second theory of investment behaviour is the acceleratioh
principle. According to the original formulation of Clar'k- (1944}, this

theory asserts that the change in capital stock, i.e., net investment (I),

is strictly proportional to the positive change in output (& Y)

(6.1) I = BAOY

where @ is the capitai coeffiéient. This rigid form of Aa.ocelerator relge
tionship is based on several I‘EStZE‘iCt ive aﬁsumptions, two of which may be
mentioned : (a)} the buyers of plaut and capital equipments, prior to an
increase in output, must have no excess oapacity, and,(b) the suppliers.
of eepital goods have 'sﬁfficient excess capacity to meet a;l;}. demands
promptly at existing prices. In view of the fact that real ity seldom
conf_‘oxrms to these specifications, the rigid accelerator theory has been

modified into two related directions. The first modification is the

s .

- 2/ The profit theory of investment was first proposed by Mirbergun {1939)
and subsequently developed by Klein (1950, 1951).
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replacement of the change in output by the level of output and the second,
the introduction of distributed lags,

It is now argued that there will noermally be a gap between invest-
ment decisions and actugl investmenj_‘and that only a fraction of the dis~

crepancy between a 'desired! capital stock and the actual level can {ox

will) be acquired in any particular time interval .

(6.2) I = K-K = M(E*-K_)

where X and X* are actual and 'desired' capital respectively at the end
of the current period, T is the net investment over the current period
and A 1is an adjustment coefficient equal to the fraction of the

'capacity gap' eliminated per period. The theory is then completed by

postulating that K% = B Y where B 1is the (fixed) capital coefficienté[

o e

3/ The equation (6.2) c&n be derived from a different hypothesis, namely
that, the agtual tapital is a weighted average of gll past levels of
desired capital with weights declining at a geometric rate (1 =-2) :

(6:2:1) K = NE¢ & (1. A)R*_ + (1 -1)2 KE, +

Let us lag the équation (6.241) by one period”and then multiply that
by (1 ==X ), Finally, subtracting the resulting equation from (6.2.1),
we obtain :

K-(1-A)K_1 = K+

*
or K = 5K +(1-A)K_1
i g P a3 =
which is the same as the equation (6.2). Letfention that this kind

of flexible accelerator model has been originated by Chenery (1952)
and Koyck (1954).
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To summarise the two theories, the profit theory emphasises the
role of profits and internal finance and implicitly also the role of the
cost of external fiance. The acceleration theory, on the other hand,

selects as the most important determinant of investment the level of out-

put Ealoomuckidoddnr apddkaloeteady or the level of capacity utilisation.
Some writers (e.g., Tsiang, 1951), are, however, in favour of a compronise;
one possible reason is that profits and #ls %-.v:1 of output generally
move in the same direction (Kuh, 1963b).

To conclude this introductory section, we may briefly refer to
other theories of investment behaviour,.e.g., the theory of Jorgenson
(1963, 1967) or the "adjustment cost! theory (Eisner and Strotz, 1963;
Lucas, 19673 Gould, 1968). In these theories the firm's current invest-
ment decision is determined by solving an intertemporal optimisation

problem. Specifically, the current level of investment is determined by

finding the program of capital accumulation which mgximises the present

discounted value of the firm's net cash flow. The main point to note

about these theories is that output, rate of interest etc., are explicitly
and rigorously brought in the theoretical framework as factors determin-

ing the desired capital stock.

However, all the above competiting theories of inmvestment couldd
be regarded as different memiors of the same species, the flexible

accelerator mode) as expressed in (6.2), the theories differing only with

respect to their emphasis of factors determining the desired capital. On
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this approach one can then classify the determinants of desired capital
into three groups — (&) the level of output, (b) internal finamce,
represented by the flow of internal funds, the stock of liquid assets
etc., and, (c) the cost of external finance, as reflected in interest

rates, rates of return, stock prices etc.-A"/

6.2 Studies on Private Investment in India

Al the theories mentioned in the previous section have been
discussed wore or less in the context of a developed economy. To what
extent they are applicable in an underdeveloped economy like India
remains to be seeh. In this section we shall mention a few important
studies on private investment behaviour in India.

In a recent study Bhattacharya (1971) finds that over the period
from 1950-51 to 1967-68 total private investment in the Indian economy
has been significantly influenced by its own one-year lé.gged velue,

national income and rate of interest (as measured by the yield on vari-

gble dividend industrial securities)., Considering the period from 1939
to 1965 larwah (1972), how‘e‘ver,r points to the importance of only income
and import of capital goods in investment decisionse Agarwela (1970),

on the other hand, considers sectoral investment functions and observes

;fl;/ See Jorgenson {1971, pp. 1112, 1130).
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thut over the period from 1948 to 1961 private investment in agriculture
is significantly influenced by real disposable income of this sector -and
the price level of agricultural good relative to that of investment good
while the disposable incomc of the nén-—agricultural soctor and the rate
of iuflation are the two most iﬁportant factors affecting private
investment in non-agriculture. 7

In an early study Krishnamzrlt’y (196 4a) observes that over the
period 1948-61, one year lagged values of three variables — capacity
utilisation, indéx of industrial profits and a long-term rate of- inte-~
rest — geem to have explained satisfactorily current private gross
investment in machinery and other equipments while that in construction
scems to have been responsive to lagged capécity utilisation and current
disposable income. |

In fact, both output and financial variables seem to be important
in regulating private investment behaviour in India. As has been observed
by Gupta (1969, pp.24-5), the share of internal finance in the gross
imrestxﬁent of the private corporate sector has been nearly 63 per cent
during the period 1960-61 to 1964-65. The external finance also seems
to be important and Gupta estimates that over the period from 1956-57 to
1964-65, while new security issues have financed less than 10 per cent
of gross investment of this sector, the conti'ibution of bank credit has

been as high as 20 per cewut.
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The studies of Sa:cI'car (1970) and Krishnamurty end Sastry (1971,
1973) seem to corroborate the observations of Gupta. Sarkar (19'10)’ con
siders investment activity 6f large and medium-sized public limited
companies in the following indusi;ries : cotton textiles, sugar, engineer-
ing goods, cement and tea plantations. Her main findings can be summarisud
as follows : (a) 1ngged (and in most cases, one-year lagged valuss) of
three eXpla.na'Gory vax‘:.a.bles — sales change, prof:.t after ta.x, and the
_ rate of intlere'st a8 reflected through the variation in the price of
variasble dividend industrial securities - seem to be l.l;ore relevant, as
compared to their current values, in determining current investment;

(b) for the engineering goods industry both the sales change and profit
va:r:iablés gppear to be important while investment activity in tes and

. sugar industrics seems to have been responsive to profit variable only.
The_ gffect of interest rate on th‘é‘"’i’nvestlgent pattern furns out to be
significant for cotton and cement industries.

The studies of KrisMuty and Sastry (1971, 1973) cover the
following industries : cotton textiles, suger, Jjute, chemicals,
engineeril_q_g goods and cement. They conclude tﬁat investment expenditures
in the private corporate _sector are, by and large, affected by the sales

change varisble and by financial varisbles like gross retained earnings

and the flow of debt of firms in question.
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Ve thus see that 2ll the three variables emphiaised in the

Section 6.1 gees to be relovont olso in the Tndian economyi{ Let us

nov present our own findings.

6.3 The Present Study

We begin by pointiné‘ out that the definition of privote investnent
2dopted in the present study is different from those of other studies.
The theoreticol nodel, os developed in Chapter 4, considei's imestment
denend for two types of goods — agricultural and non-cgricultural goods —-
seporeotely. The privote investment demend for non-agricultural z2ood has
further been subdivided into two parts — that by the asriculturel
sector (Ia) and that by the non-sgricultural sector (In). Since we hove
taken the investment denond for agricul tural good as given autononously,
our eppirical results concern the investnent demand for non~agricul tursal
good by two sectors separately. We take up In here while findings for Ia'
are presented in the sppendix A.3.

Privete Investment Demand (for the Non-Agricul tural Good)
by the Non-igricultural Sector (I%)

For the investment demand function for the non-agricultural sector
the possible ekplanatory variables considered in this study are : non-

agricultural income'('fn)-, Year-to-yeer absolute change in this incone (& Yn) ’

j/ 0f course, exogenous foctors 1ike goverrmaent industriol licensing and
controls, scarcity of capital ete. y 2re likely to interfere with the
norket mechonisn. See Sarkar (1970, pp. M-35, M-36) , Krishnapurty ond
Sastry (1973, p.7). '
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imports of machinery a.nd- equipment (Fme) , amount of capital issues
sanctioned by the govermment((8Q), govermment imvestment demand for
non-sgricultural good (GI), relative price of agricultural good (P),
yield on variable dividend industrial securities (rVd) , and a few
alternative rates of interest, e,g., a medium term rate (as measured
by the yield on government securities maturing within five years), a
rmumber of long-term rates — the yield on 3 per cent developmental
1roan of govermment securities, the yiéld on 3 per cent conversion loan
of government securities. The last -mentioned variable will be denoted
by rl. We now swmmarise a few of our findings below :

(1) In all types of equations, r’ has yielded better results
than any other measure of interest rate.

(2) In most of the equations tried with alternmative sets of
explanatory variables, the log-linear form has given better
fit (in terms of R2) than ite linear counterpart.

(3) Among two income variables Y and A Yn, Y" has given
hetter results.

(4) For any given type of equation, one year lagged values of
Yn, :l:‘1 and P have given better results than their current
values. This corroborates the findings of Sarkar (1970)
and Krishremurty (1964a).

Let us present our éstimated regression equations. In view of our

findings (2), (3) and (4), we report results for the log-ligésr equations

involving laggéd values of Yn, I‘l and P.
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An examination of the procedure of estimating domestic invest-
ment figure indica.tesé/ that a part of it cowmprises imports of machinery
and equipments from abroad (5‘m e). It is sometimes argued that our invest-
ment is constrained by insufficient imports of capital goods. For this
reason we introduce F'° ag one possible regressqr for our regression

. A : e 2 (e
aquation. It is interesting to cbserve that whenever and (elther
current or lagged values of both) are used together, neither of them comes

out to have a Significant coefficient and that the coefficient of the

income variable comes out to be negative. One such result is given below:

(6.3) 1log I" = 8.566 - 1.216 log Yf1 + 1,431 log F°
(0.913) (-0.757) (1.615)

&%= 0,41, B°

= 0.50, d=2.16
Since the influence of income upon investment is now commonly
accepted and has been widely verified in all contemporary studies on
- private investment behaviour (e.g., Krishnamurty, 1964a; Agarwala, 1970;
Bhattacharys, 1971) we reject Fme as a possible explanatory varia.‘ole
for the I function. |
Next,we proceed to investigate how the rate of interest may have
influenced private investment in India. The variable that we fii'st con~
sider for this purpose is the yield on varisble divid_.end indusgtrial
securities (to be denoted by rVﬂ). Tﬁe empirical reéults yield signi-

v

ficant and negative coefficient for rVd. However, r = cannot strictly

é/ Bee, as for exampleé-, Lal (1970).
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be taken as a measure of the rate of interest. For rVd represents the
ratio of dividend payments to the price of the security and both the
price of a varisble dividend industria]l gecurity and the dividend on
it will be affected by the profits earned in the industry as well &s by
its expected profitabilitylz

Thus the rate of interest and profitability of industrial invest-
ment are mixed up in a complicated manner in r¥e and we have to look
for other variables to isclate the effects of these two factors on oux
investment functiong{

The theoretical model developed in Chapter 4 diﬁ not explicitly
bring in any variasble which provides a direct measure of the level or
index of profit in the non-agricultural sector. The main reason is,
of course, that no data are'available on such a variable so far as the
non-agricultural sector (or, even the industrial sector) as a whole is

is concerned., The theoretical model did consider a proxy veriable for

1/ serkar (1970, p. #32). ‘

8/ In this mense the investment function in Bhattacharya (1971) seems
to involve a mis~specification. He considers rVd as a gignificant
explanstory variable in the equation for the total private invest-
ment for the economy as a whole. If the variation in rV is brought
about by the variation in the profitability of industrial invest
ment, it is difficult to see how industrial profitability can
influence investment in agricul ture unless profitability in both
seqQtors is shown to move in the same direction. Further, he takes
r'" as 8 proXy for the rate of interest, However, as we have already
argued, r may be a poor measure of the rate of interest. This may

be one of the reasons why the current short-term rate of interest
does not come out to have a significant coefficient ;p'Bhattachar a's
equation (no. (5,6), P 109) explaining the long-terq/variable, rvd,
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‘ this, namely, the »elative priée of agricultural good in f'erms of non-
agricultural good (P = Pa‘/Pn). To the extent P* measurés the cost of
agro-based raw materials used in industries and to the éxtent wages
are governed mainly by prices of agricultural goods, a rise in P would
mean & rise in the cost of production in industries relative to their
revenue and hence lower profitability in this sector2{ As a result,
industrial investment would tend to fall. The empirical equation with
one year lagged values of Y? and P as two explmatory variables does

yield satisfactory results as we see below :

(6.4) log I" = 4,551 + 1,210 log Y., = 8.552 log P
(-1.407)  (3.233) (~2.922)

5 0.56, R = 0.63, 4= 1.99

1

Thus both variables are seen to have satistically significant coeffi-
cients with proper signs.

To measure the effect of the raté of interest we have tried
several alternmative rates among which the perforniance of the yield on
3 per cent conversion loan of govermment securities (fl) is the besk.
The equation imvolving Lagged velues of Y and r- as two explanstory

varisbles is givén below :

(6.5) log % = 220, 446 + 4.013 1log Yn - 6.113 log rf1
(-2.698)  (3.15T) (~2.283) -
# = 0.48, BR%=o. 55, &= 1,81

9/ Thus, as Sarkar (1966) points out, fluctuations in profits in the
cotton textile industry during the period, 1950-64, could be
explained, to a large extent, by the relatively larger fluctuations

in the price of raw cotton as compared to that of cotton mamifactures.
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We thus see that the long-term rate of interest also has a
significant influence on the private investment in the non~agricultural
sector,

The equations (6.4) and (6.5) sugzest that for the 1™ funotion
hoth relative price and the rate of interest should be included as
explanetory variables, along with the income vé.riable. In fact, the
equation involving all the three explanatory varisbles yields higher

-2 .
k™ than either of (6.4) and (6.5), 2s we see below :

(6.6) log I™ = -14.654 + 3.012 log YD, - 6.765 log P_ ~3.984 log ri1
(-2.092) (2.555) (~2.278) (~1.602)

R = 0.61, R° =0.70, d = 2.03
We thue see that income and felative price have statistically
significant coefficients and further that the t-rati¢ for the coaeffi-
cient of the rate of interest farﬁxCeeds unity. Moreover, all the three
coefficients have proper signs., The d-statistic also clearly indicates
the absence of any significant eute-correlation among the residuals.
Next, we proceed to see .whether lagged 1™ has any significant

influence on current In. The estimated equation is reported below :

(6.7) 1log "= -19.086 + 3,955 log ™ - 8, 292 log P
-1 a3

(~2.568) (3.001) (=2.T17)

- 5.314 log ri,] b 0.32% log If_l1
("'21068) (-1-396)
2

£% = 0.64, B =0.74, d = 1.64
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A comparison of (6.7) with (6.6) reveals that the increase in

ﬁz is only marginal and that the lagged I" does not come out to have a

statistically significent coefficients. However, the t-ratios for coeffi-

cients of &ll the other three explanatory varisbles -~ income, relative

price ond the rate of interest — have increased. These results only

suggest thet although one need not consider lagged In, but the other

three varizbles should be considered as important explanatory variables

in the In function.

Next, we try to ses whether the govermment licensing policy has

any apprecisble influence on private investment in the non-agricul tural

sector. The variable chosen to measure the magnitude of government con-

trol is the amount (in crores of rupees) of capitel issues sanctioned

by the govermnment — to be denoted by CSG. The current value, one-year

lagzed value and two-year lagged value of CSG are tried =8 possible

explanatory variable, but none of them comes out to have a statistically

significant coefficient. One such result is given below :

(6.8) log I = =7.147 + 1.835 log Y™

(~0.552)

- 5.42% log B,

-1 1

(0.862) (~1.456)

3.171 log ri‘l + 04331 log (CSG)_,
(~=0.897) (0.725) |

2 20,59, R°=0.71, d=2.06

Not only the §2 in (6.8) is lower than that in (6.6), but none

of the variables in (6.8) has a statistically significant coefficient.

Therefore, we have to reject (6.8). However, we do not want to imply
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that gzovermment control does not have any influence what soever on
private investment. The negative result may rather point to the diffi-
culty of finding a good measure of govermment control.

hs a last exercise, we examine whether public investment has an
appréciable influence on private investment. For this purpose, we con-
sider current, one~year lazged and two-year lagged values of total
public investment in the form of non-agricultural good in both sectors.
This veriable will be denoted by GI. We find that none of the values of
GI comes out to have a significant coefficient and further that some
of thﬁir coefficients turn out to be megative, which is difficult to
accept. We report below a result in which the govermnment investment

has a positive coefficient .

(6:9) log I" = -9.034 + 2.056 log Y', - 5.081 log P_,
(-1.065)  (1.435) (~1.550)

~ 5.775 log r£1 + 0.780 log GI_

{-1.984) (1.143) 2

e = 0.62, B 0.73, & =1.72

We thus see that one-year lagged value of GI does not have a
statistically significant coefficient. Further, a comparison with (6.6)
reveals thet the coefficients of income and relative price also now
turn out to be non-significant. In fact, none of the coefficients in
(6.9) has a t-ratio greater than two. We, therefore, reject GI asg a

possible regressor for iy
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A1l of the above exercises indicate that the improvements
attempsed upon the equation (6.6), by bringing in othernpossibla expla~
natory vorisbles, do not actually improve the results appreciably or
significantly. None of these other variables comes out to have a statis-
tically significant coefficient. We thus conclude that so far as private
investment in the non-sgricultural sector is concerned, the best possible
explanation that can be obtained is through the equation (6.6). We,

therefore, choose this equatlion :

(6.6) log I" = 14,654 + 3.012 log Y., ~ 6.765 log P_,
(~2.092) (2.555) (~2.278)
i
- 3.984 log r_1
(~1.602)
=2 2

R - 0.61’ R - 0'70’ d- = 2003!

+
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Chapter T

OTRER RELATIONS CF THE MODEL

T. 1‘ Itdroduction

Iu Sac precedi e bwo chapters we have i.L.aGU.S sed the consmmpiion
functions of two goods and the investment function for the non~agricul~

tural sector. The present chapter will be dexfoted to a discussion of
&

the rest 6f the relations of the model.
We first take up rate (or rates) of interest. In our theoretical
model hwe derived a reduced for:ﬁ relation among the rate of interest,
money income and unborrowed base money from the condition of equil ibrium
in rthe money market. In the next section we, therefore\, summarise the

theapicos of demand and supply functions of money."

and
'? 2.1 Theories about Demand for/Supply of Money

So far ag the dema.nd for money is concerned, there are, bréadly
speaking, two rival theories in this field. The quantity théory.postu-
“lates that money is néeded only for transactions p{xrposes and hence
that the demand for nomlna.l (or real} money balances depands upon. ,mqney
(or real) 1ncome'/ The Keynesian theor’y, on the ¢thershand, e.mPhg,sues
that there ex:.st;ﬂa.lso an asset demand for +MONSYe In fact Keynes (1936,
AChs. 13,.15) telks about three motives for holding money ¢ transactions
motive, precautlonary motlve and speculative motive, and holds that wh:Lle

1 / There are dlfferent va.rlan’cs of the quantlty theory. See Friedmar
(1970) on this point. :
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the transactions and precautionary demand for 'mon.ef may be Bupposed to
depend on income, the speculative demand for money \}aries rather inversely
with the rate of interestgz

Thus, according to the Keyﬁesia.n hypothesis, the demand for'moﬁey

varies positively with income and inversely with rate of ‘interesté/; ;

7.y M=,
where Md is the demand for money, Y', the money national income and
T, . the rate of imterest. \ .

For a long time the‘supply of money has been treated as an exoge-
lnous element in the theoretical li-;:efature on macroeconomics. However,
works of Polak and White (1955), Brummer (1961), Brumner and Meltzer (1963),
Crouch (1965) suggest that it too is an endogenous veriable. In fact,
the variable which may be treated as a policy variable and which is now
supposed to be the main determinant of money -supply is what is called
the bése money. However, given the base money the supply of money vari.s,
upto a limit, in accordance with the variation in the rate of interest.

The basic assumption is that commercial banks act in a pYofit maximis'ing"'

A

P

2/ Tobin (1958) provides two ¥ationalisations for the Keynesian hypothe-
sis that the speculative demand for money is an inverse function of
the rate of interest. Some writers hold that even the transactions

" demand for money depend on the rate of interest (See Baumol, 19523

Tobin, 1956). -

3/ It is to be pointed out that the olassiocal quantity theory has later
been reformulated. The r¢formulated version prepared by Friedman(1956)
~ includes several r#tes of interest as determinants of the ‘demand func-
tion of money. However,' that is only in principle, since the author
himself takes the position that it is hard to establish empirically
an%rg)interest elasticity of the demand for money (See, e.g.,Friedmen,
1959) . . :
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wey in response to changes in the return from lending relative to its
cost&./ The hypothesis is that given the base money, the amount of excess
Téserves, or more specifically, the amount of free reservesz/(defi‘ned to
be the difference between the excess reserves of banks and their borrow-
ings from the central bank), which the commercial banks usually maintain
is 1iv' iy to vary with the rate of interest. As the return from lending
(measured by the rate of interest) rises relative to the cost of lending
(measured, as for example, by the discoumt rate of the central bank) ,
banks will be willing to supply more deposits and hence to increase the
stock of money. The banks do this either by reducing their excess
reserves or by increasing their borrowings from the central bank, i.e.,
in sum, by reducing their free reserves.

In case of India, the sources of base money are (a.) Reserve Bank
of India's holdings of govermment securities, (b) its holdings of gold
and foreign exchange reserves and (c) borrowings by commercial banks
.f.‘rom. the EBI (to be denoted by BR). The gﬁg_s_ of base money are required
reserves {(RR) and excess reserves (ER) of commercisl banks and currency
with the non-bank public. (CR)+ Thus we may write

(7+2.1) M=CR+RR + ER - BR

where M is the (unborrowed) base moneyél

4/ The subsequent discussion is develoned along the line of
Teigen (1965, pp. 92-5).

2/ Meigs (1962) surveys the historical development of theories of
free reserves.

Q/ We are using some unconventional notation. Usuelly M is used to denote
the supp%.ﬁg of money while the (unborrowed) base morey is demoted by

UBM or B We shall, however, use M to denote_the second variable
while the supply of money will be denct ed by M°,
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The amount of currency which the non-bank public desire té hold cut
of a given supply of money depends upon several factos like ba.nking'habits
ete., which may be assumed to be given in the short-run. Then one may
write

(7.2.2) cR = M,
where ‘f] " is the proportion of mo;rley which_people desire t¢ hold in the
form of currency and i is the total supply of money, The required reserves
of commercial banks depend upon their de;;osits (D) and the reseagve require-
ment ratio (o)

RR = qd -
(7+2¢3) 3
= a(M -~ CR)
since the supply of money is equal o0 the sum of CR and D. We now add the
function for free reserves, FR { = ER - BR) :

’

(7.2.4) FR = f£(x) ; £7< 0
Fron (7+2.1) - (7.2.4) we get
M= ‘qu+a (1 - ‘f‘})Ms+f (r)

Cr,

7.2 W = 1 : Saat TERF- AN
(7.2) N +a(t-9) M M o+ o:(‘t-"‘))

Thus the supply of money varies positively with both base money (M) and

rate of- interest (r)ﬂ

1/ Of course, free reserves, FR ( = ER - BR), will also be a function of
the discount rate of the Reserve Bank of Imdia (2%). FR will th.n taud
Yo vary negatively with r, but positively with rd, In thnis case, the
supply of money can be shown to be a function of not only M and r, but
of r~ also. A rise (fall) in rd tends to reduce (inorease) M.
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The equilibriup condition for the money market is that the demand
for money should be equal to its supply. From (Te1) and (7.2) it then
follows that the rate of interest varies positively with money income

and inversely with (unborrowed)b ase mo neyi:%

(1.3)  r=1(Y, B ; L >0, I, <0

In the next section we give a brief account of the works done on
the Indian money market and the interest rate,

7.2.2 A Few Rupiriccl Works on Indian
T duy ket

Empirical studies in India have been influenced by both the quan-
tity and Keynesian theories. Studies in the line of the guantity theory
are, as for example, Shah (1962), Agarwala (1970). Although Biswas (1962)
does not find any influence of the short term rate of interest on the
demand for money, he observes that the price index of shares, time trend
and money income have all gsignificantly affected the demand for money.,

In fact, studies in the line of the Keynesian theory sre quanti.
tatively larger (e.g., Khuero, 1957; Sastry, 1962; Prasad, 1969;
Bhattacharya, 1971; Mammen, 1971; Marwah, 1972; Gupta, 1973).

Sastry (1962) observes that over the period from 1935-36 to 1960-61
the income velocity of money (the ratio of money income to the total

stock of money) has not remained constant but has been quite responsive

_8./ With rd ag an sdditional factor influencing FR, it is easy to show
that r will vary positively with rd  also.
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to changes in the rate of intérest. Regerding the supply of money he
finds that the free reserves‘ of the scheduled comszercial banks have been
significantly affected by the treasury bill rate, & measure of the short
term rate of interest. Merwah {1972) also observes a significant influ-

* ence of the rate of interest on the demand for money. Bhattacharya (1971)
finds that for the period from 1948-49 to 1967-68 income, rate of interest
and net worfh of the public sector have all significantly affected ‘_ché
demand for money while the two important determinants of the supply of
money have been unborrowed base money and tie rate of interest.

In an early study Khusro (19SYj has attempted an extension of the
simple Keynesian liquidity preference theory by including the total
stock of securities as one important variable affecting the rate of
inferest.'He argues that even when.the stock of money remains constant
(or even risés),‘the rate of interest may go up if the stock of secu-
.rities‘rises (of rises sufficiently). Thus Khusro concludes that there
vrill be an inverse relation not so ﬁmch between the rate of interest and
the idle money (viz., the part of -money not needed for transactions
purposes) as between the rate of interest and the idle money relative
to the stock of securities. In an empirical work Khusro finds (for the
period 1937-52) a significant in&erse relation.between a long-term rate
of interest and the ratio of idle balances to the total stock of secu-

rities of the private sector.
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In comparison to all the above studies, Meummen (1971) and Gupta (1973)
nake a detailed investigation of the monetary and banking sectors of India.
They fit different demand functiong for different kinds of money — currency,
demand deposits and time deposits. Money income, rate (or rates) of inte-
rest and a time trend are shown to be imvortant variablos affecting these
demand functions. Regarding the supply of money, they find the importance
of the fate of interc¢st in regulating the excess (or free) reserves of
the banks.

This concludes the brief summary of the kind of empirical works
which have been done on the Indian money and banking sectoré. We now

report our own results.

7+.2.% The Present Work

It is to be stated at the outset that'we are not so much interested
in estimating the various structurél equations, as for example, the demand
and supply functions of money. Rather, our interest is to estimate the
reduced form relation (7.3).

One perticular issue, however, remains to be resolved-first. The
lgsue is conoerned with the choiceof g representaiive rate of interest.
The controversy has centered mostly around the choice between long-tern
and short-term rates of interest, It is, however, argued that the whole
issue is concerned réther with the choice of assets which may be viewed

as nearest alternatives to money in the structure of the assets of the
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publicaz Judging from this angel, one nay then‘ﬁrefer rates on short-tern
securities, as the latter are "just below currency and demand deposits in
The hiexl'Aarchy of liquidity"'lg'(

In order to decide upon-the type of rate of interést which is rele-
vant for the money market and also upon the type of variables which ére
important determinants of the demand forrmoney, we try to fit the demand
for money equation, ag a first exercise. We have considered several rates,
of interest — (a) a lonéjterm rate as meaéured by the 3 % conversion loan
of the govermment securities 1986 or later, the same as used in the invest-
ment function for the non-agricultural secfor, (b) a medium-term rate as
reflected in the average yield on govermment securites maturing within
five years, and (c) various short-term rates — average yield on time
deposits of banks of different maturities : thfee months, six months and
twelve monthe. Among a1l these rates the three months' and gix months!
time deposits rates are seen to fare oonsistently better than any other
rate and between the two themselves, the performance of the six months'
t;me deposit rate is better at times. We have therefore chosen this rate
which will subsequently be denoted by rs, the short-term rate of interest.

We-have seen in Section 7.2.1 that the two variables which are

- supposed to‘influence the demand for money are money income and rate of
interest; However, in an underdevel oped economy like India, where alconr

siderable portion of income does not come into the system of exchange,

9/ See Prasad (1969, pp. 53-4).
19/ Tobin (1948, P+316).
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the ideal varisble for determing the transactions demand for money would -
. ; 11/ . . .
be monetised income. The total (monetised plus non-monetised) income
¢ be used as a proxy provided the ratio of monetised income to total
income remains constant over time. However as the economy develops, it
tends to become progressively more monetised. This scems to be the case
. b . 12 . . ] d i .
with India also~. However, no time series data on monetised income of
India is available. As a proxy, therefore, we have included both total
y :
money income (Y ) and a time trend (%) as two explanatory varisbles,
) d
epart from short-term rate of interest (rs),in our demand for money (M)
function. Qur regression result is given below
a ; . :
(Te4) log It = 3.377 + 0,460 log Y - 0.175 log r° + 0.039 t
. (2.322)  (2.877) (~1.560) (2.463)
=2 :
R™ = 0.98, d =1.12
We see that the coefficients of the explanatory variables —
Y, r°, t — have expected signs. Y~ and t have statisticelly signi-

ficant coefficients wyhile the t-ratio for the coefficient of r° is well

-above unity.

11/ See Prasad (1969, pp.15-6) end Bhattacharya (1971, pp. 47-~8).

12/ Thus the EBI (1961, p. 1046) holds that the monetisation in India has
been increasing at a cumilative rate of one per cent per ammum. Sini-
larly, on the basis of the National Sample Survey Data, Mukherjee
(1967) estimates that the percenmtage shere of non-money transactions
in consumption expenditures in India has declined from 36.9 and 36.3
in the third round (August-November, 1951} and the fourth round
(April-September, 1952) respectively to 35.5 in the thirteenth round
(September, 1957 May, 1958). Again, Mukherjee and Rao (1970, p.6)
observe that the sbove share has declined further to 34.6 in the
eighteenth round (April-Jupe, :1964). This increase in the degree of
monetisation is noticeable for other kinds of flows also, as for

exemple, investment. Sge Tiwari (1965) on the last point. |

s
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It now .seems that the varisbles which would faithfully explain ﬁhe
demand for money sﬁould incluae, apart from totgl money income and rate
of interest, a time trend (to account for the increasing degree of mone-
tisation)ljz Given this observation, it is obvious that the reduced form
equation (7.3) should have an additional explanatory variable, the time
trend, And the rate of interest would vaiy positively with t. For, with
unchanged total money income and(unblorrowe@)base nio_ney? the higher is
the degree of monetisation,' the higher Wiii be the rate of “interest.

A linear regression -of the reduced forn equation (7.3) yields
satmfactory results Wluh expected signs fc;r all the coefflclents.
However, using log rs, mstea.d of smply rs, yields bettar results and
thj.s is given below ¢

(7.5) 1og z° = 1379 + o-oooos?x"- 000113 M+ o.'159t
- (7.199) (1.318) (~2.850) (7.505)

% = 0.91, d = 1.30
We see that M and t have significant coefficients. The t-ratio for the
coefficient of Y7 is greater than unity. Considering the highly aggre-
gative nature of our eqation (7.3), the estimated equation (7.5) seems
to be qzite-satisfactory. We think that .a detailed breskdown of the

nonetary and banking sectors is likely to yield more satisfactory results,

13/ 0f course, a time trend used as an explanatory variable in a regre-
ssion equation with time series data is usually supposed to be a
' catch-all variable, introduced to capture the effects of all omitted
veriables having time trend. A possible explanatory varisble which
has been omitted in our demend for money is the total wealth of the
_private sector and this is 1likely to be increasing over time.Let us’
recall that time is also a regressor in the M& functions of
Biswas (1962), Mammen (1971} and Gupta (1973).
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as the works of Mammez; (1971) and Gupta (1973) would suggest. However,
that remains outside the scope of the present studjf.

&s a final bﬁservaiion, we note that introducing discount rate of
the RBI (rd) as an additional variable in (7.5) slightly worsens the

results as we gee below :

(7.6) log r® = 1.372 +0.000057 ¥/ - 0.00113 M + 0.139 t + 0.00370r"
(4.697) (1.253) ~ (=2.716) (6.379)  (0.03%6)

%= 0.9, d=1.29

We thus see that rd hag not a significant coefficient whose
t-ratio is nearly zero. This may possibly be due to the fact that over
the period under study the change in rd has been very gradual. However,

of

coefficients/other variables in (7.6) are exactly the same as their

counterparts in (7.5). We therefore = s (7.5).

T+3 Long-Term Rate of Interest

-

We have now two ratez of inte;-est in our model : a long term

. rate (measured by the yield on 3% conversion loan of go'vernment securim-
ties which will be denoted by rl) used in our I" function and a short-
term rate (r°). We, therefore, need a relation for rv. The variation in
r® would have Some obvious ‘bearing on rl. Howefer, the supply of govern~
ment securities will ‘alSQ affect its yield. Other things remaining the

same, & rise in this supply will tend to lower the prices of securities
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and hence will tend to raise their yields. Our regressiozn result in fact
seems to indicate the validity of this argument :

(7.7 =t = 2.327 & 0.318 »° + 0.00022 GS

(14.027) (3.210) (3.508)
B 0.52, d = 1.12
where G5 is the stock of govermment securities held by the public and cther
banks except the RBI, Both the explanatory variables are seen to have
statistically significant coefficients. We, therefore, accept this

1
equatio n-—S/

Te4 Price Formation Relation of
the Non-Agriculiural Sector
In our theoretical model we pointed out that the two varisbles
which may be supPosed to determine the price of non-agricultural good (Prﬁ
are the price of agricultural good (Pa') and the (rezl) income of the non-

agricultural sector (Xjﬁ. Qur empirical investigation establishes the

validity of ocur hypothesis,

15/ Including the one-year lagged value of the dependent variable as a
third regressor in (7.7) worsens the result, as we see below :

v = 1,698 + 0.212 25+ 0.00018 G3 + 0.275 r£1
(1.720)  (1.107) (2.225) {04647)
ﬁz 1 On925 d = 1'17

8 N e N
Thus, r  now turns out to have a non-significant coefficient and

the coefficient of r.l_‘I has a t-ratio which is well below unity.
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However, as a first exercise we examine any possible influence of
the import price index of crude materiels (Pfr) on P, We observe that
the coefficient of Pfr never hecomes statistically significant. Two such

results are given below :

(7.8) P" = 0.191 + 0.837 P% = 05.045 PIT
(2.907) (16.937) (-1.182)
52 - 0.95

(7.9) P" = 0.155 + 0.643 % + 0.000024 Y* + 0.019 P'¥
(2.416)  (5.430) (1.784) (0.389)

7 - 0.96 d = 0.93
Since the coefficient of TE’fr is not significant and even in one
equation it is negative, piT does not seem to be a relevant explanatory
variable. In fact, dropping Pfr from the equation (7.9) improves the

result as the t-ratios for coefficients of both P2 and Yn increase

(7.10) %= 0.172 + 0.673 P* + 0.000021 Y

(3.806)  (7.842) (2.234)
8 =0.96, d= 1.01

Both variables = P2 and Y® — are seen to have statistically
significant coefficients,

As a final exercise, we bring in the one-year lagged value of
the dependent variable as a third regressor in (7:10) and the estimated

equation is given below :
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(7.11) P% = 0,133 4 0.557 P® + 0.000026 Y + o.124Pf_‘1
, (2.087)  (4.918) {2.553) (0.843)

R = 0.97, 4= 1.68

We see that PfH does not have gz statistically significant coeffi-
cient. We, therefore, accept the equation (7.10).

One final poiat remains to be stated. The clasticity of P with
respect to Pa'calﬁulated from equation (7.10) is seen to be 04685
_at the sample mean of the variables. In fact, during the pericd under
study relative prige of agricul tural good P( = —22;) varied within the
range 0.968 - 1,103, Therefore, the aforesaid elzsticity calculated at

any point of the sample values is well below unity. Thus our assumption

(4.18a ) mentioned in Chapter 4 is borne out to be valid,

7-5 Intersectoral ¥lows of Intemediate Imputs
Our medel considers two interssctoral flows of intermediate inputs:
X?a, the amount of non-agricultural good flowing to agriculture and X,
the amount of agricul tural good-flowing to non-agriculture. The methods
by which these two flows are estimated for all the years under study have
already been discussed in Section 5.1 of Chapter 5, There the amount of
non~agricultural input used per unif of agricultural income was estimated

to be 0.027. Thus we have,

(7.12) X% "= 5,007 v®
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The figures of‘Xan, on the other hand, have been obtained on the
assumption that it is proportional to the production of agro-based indus-
tries. The latter, however, is the product of the non-egricul tural sector.

We, therefore, regress x* on Y" and the result is given below :

(7.13) ™ = 500.718 + 0.188 Y®
(11.781)  (26.446)
2 - 0.98, d-= 0.90

7.6 Indirect Paxes (Less Subsidies) in Two Sectors

The model cons.iders indireot teiwa (less subsidies) for two sec~
tors — agriculture and nonpagriculture -~ separately. These are, in fact,
mea.sured in terms of prices of respective sectors and are demoted by 7#
and T, They are regressed respectively on agricx;ltural and non-sgricul-

tural incomes and the results are given below :

(7.14) T% = 101,978 + 0.024 Y®
: (-3.862)  (5.751)

B =0.68, 4= 1.62
(7.15) T = -708.703 + 0.257 Y®
{(~11.321) (244501)
- 82 =0.98, d=0.73

One final observation may be pointed out. o previous study

hes considered indirect taxes (less subsidies) for the two sectors
®
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separ2tely. Only aggregate indirect taxes (less subsidies) for the
eccnomy a8 a whole have been considered in some studies. In these studies,
the coefficient of agzregate national income in the equation for aggre-
gete indirect taxes is found to be 9.15 (Mammen, 1967) or O.16(Choudhry
and Krishnamurty, 1968). Such a coefficient can be estimated f;om our

two relations (7.14) and (7.15). The share of our agricultural income

in total income is 50 per cent or slightly less. This being the case,

the estimeted coefficient comes out to be 0.14 or slightly more. This

compares favourably with estimates of Memmen and Choudhry-Kr ishnamurty. |
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Chapter 8

At

THE MACROECONOMETRIC iODEL AND ITS RESULTS

.
-

8.1 Introdvetion -

In this chapter, ﬁe‘first present together 21l the regrgé”sion
equations of our model. On the basis of these egquations we ther{ proceed
to find the magnitude and direction of changes in various endogenous

variables in response to. stipulated changes in the exogenous variables,

8.2 The Complete Model

(8.1) Y%= ¢4 g™ Ixha_g8, o8

J
P

(8.2) ¢ =5926.216 + 0.186 Y -~ 3423.28 p
(3.694) (6.704) (-2.072)

=2

' R = 0.74, d = 1.98
(8:3) X*™ =500.718 + 0.188 Y"
(11.781) (26.446)
£ = 0.98, d = 0.89
(8.4) X" = 0.027 Y? _
(8.5) 1% = ~101.978 + 0.02¢ Y®
(-3.862)  (5.751) ,
, - i 0.68, 4 = 1,62
(8.6)‘ ™ =‘Gn+xna+1n_ann;Tn'+Qn |
(8.7) €% = -1493.774 + 0.594 Y + 329.47 P

(-1.109) (25.334) (0.237)

72 = 0,98, d = 2426
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(848) Yoz %= - 14.654 + 3,012 log Yr_l‘]. - 6,765 log P__1 - 3,984 log'r];,l

(=2.092) (24555) (~2.278) (~1.602)
Ez = 0061, d = 2-05
(8.9) T" = - 708,703 + 0.257 Y"
(-11.321) (24.501)! |
# = 0.98, d = 0.72
(8.10) P = 0.172 + 0.673 P® + 0.000021 Y"
(3.806) (7.842) (2.234)
i = 0.96, d = 1,01

(8+11) log r® = 1,380 + 0.000057 Y7 = 0.00113 M + 0.139 %

(7.199)  (1.318) (-2.851)"  (7.505)
B - 0491, d = 1.30
(8.12) r' = 2.327 + 0.318 ©® + 0.00022 GS
: (32.027)  (3.210) (3.508)
. | | 82 = 0.92,. d = 1.12
(8.13) Y =pPY®+Y"
(8.14) P2 = pp"

(8.15) Y’ = p%

We have 15 equations to determine 15 endogenous variables - P, Ca,
n Il
™, 8, 0% 0, o, 1™ 1t P, P2, oY, 2%, Y and Y'. The exogenous
verisbles in the model are 5 in mumber — Y%, @2, @, GS, M. We have

& time trend t. Hence the model is determinate.
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8¢3 A Method of Analysing Results in
a System of Non-Linear Equations

We are interested in finding how the values of the various exﬂo-
genous variables will change, if some eXogenous varisble changes in-a
specified patterm. Since many of the equations are non-linear, there are
two approaches for this purpose. One is sipulations In other words, given
the initial values of various endogenous varisbles, the values of these.
variables can be solved for each time period, once 'time'patks off 211
exogenous variabl%aj/:e épecii‘ied. An alternative method is to linearise
the model around the sample méans of the varisbles so &s to find a re-
M form in which all endogenous variables are expressed lineerly in
terms of predeterminea variables only., The second method has been deve-
loped and used by Goldberger (1959) to find the various mu.‘ltipliers' —_ |
impact (first year) and dynamic (later years) multipliers — of the
econometric model of Kleiﬁ and Goldberger (1955) of the U.S. economy.
We shall follow this approach here.r

| Formally, if ‘the non-linear structural system is‘
¥ (_Y: z) =0
where ¥y is a Gecomponent vector of endogenous variables iyj} s Z is
a K-—o@orient vector of predetermined variables {Zk} and ¥ is a vector
ofG functions %‘ Fi(y, z)} « Then settihg total differential of each
of the functions F, (1=1, .0y G equeal to zqro, one ob’cainsy
&x = T ciz

_1_/ The present discussion is based on Goldberger (1‘95 s Ch. 3). _

Yt
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where w 1is the matrix formed from the pa;ftial derivetives of the

functions F, with respect to y;] s and -z{c s 3

4 | :
GFi 5Fi"‘
S B 5z, |

If, now, these partial derivatives are evaluated at some set of points

(¥,» zo), the caleulation of

T = =

0 v =7,

Z = Z
« O

provides a linearised version of the reduced form, relating changes in
¥y to changes in z, viz.,

dy = %, dz

Here, the typiecal eiement of ®,» 82y the (Jj, k)th element, eXpresses
the change in yj induced by aﬁnit change in Z3 in the symbols of
differential calculus, it ig Gyj/ 6z,» Since we shall be concerned
with year to year changes in Y and z, we write

5 PN 2

where a dot (.) over a variable denotes its year to year change. The
elements in k., 8re usually called the mitipliers corresponding to the
relevant predetermined variables, Goldberger (1959, p« 20) then comments
that : (a) when the pbin"b (yo, 2,) is chosen to correspond to the

observed means of the variables over the sample period, the resultant

values of the reduced form coefficients may be considered to be avérage
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veélues and may provide reasonsbly accurate estimates of the multipliers )
over rcasonsbly wide renges of the variables, and, (b) the use of a

linearised system involves very substantial computaticnal and analytical

conveniences,

In the unext section we proceed to derive a linearised version of
the reduced form of our system in which the reduced form coefficients are

calculated at the observed means of the variables within the sample

period.
8.4 Reduced Form of O Svatem
Let us first rewrite the equations (8.10)-(8. 12) in general form :
(8.10)! ' p* = o, + azpa + b'QYn '

(8.11)' 1log r®

03‘*&3 (™) + b3M + dSt

1 s
801 U ol +
(8.12) r c|+afr 7 blGS

Using a dot (.) over a variable to denote its year to year change

we have from (8.14) and (8.10)!' ;

(8.16) 2% = (2% B + (p) B®
(8.47) I ST
where
n
b
(8.18) e = 2 ' fa e

71—a.2P; _T-:-a-a.;?

Similarly from (8,13), (8.11)' and (8.#2.)" we get
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(8419) i‘l=Ryni*n+RpP+3yaYa+Rmﬁq+Rt% +ﬁgsGS
- where :
_ s - b, T
W (2y257%) (P74 35 ap )
A ‘ o

(8.,20),RP = (a4a3rSPn) (Ya‘ - 1?2_? )

Rya = (_a.483rSPa) s

R, = (s, b, ?9)

R‘b =‘(a4 d3 rs)

Rgs = P4

Again, we rewrite equations (8.7) = (8+9), (8.3) and (8.4) in ,

 general fornm :

8.7yt ¢° = 05+a5(Pfa+x“) + b, P

5

(BeB)' log I = Cg + 8 log Y:l1 + b6 log P__1 + d6 log ri

1
(8.3)' Xan = o7+a7Yn '
(8e4)' X - 53{9‘:
(8.9)' T = o5 +ay¥"

Since in (8.7), the coefficient corresponding to P is not signi-
ficant, we shall neglect the term b:. Then we get from (8.6), (8.3),

5
(8e4)! and (8.7)" ~ (8.9)' 1 -
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(8.21) o at™ v+ a1_$f,] + b1p-1 + d1£-11 + B+ ot®

where
o w o ep
b= aBYa' o il
(8.22) =
a,= gl /Y__J|
o n
b= bl /P__1
_ n,1
d,= I /:c_1
c = aSP + 8
Similarly, we may rewrite equations (8.2) and (8.5) as follows :
20 6% = PY® + +
(8.2)' ¢ ° + % ( Yn) 9;?

Bl a
(8.5)" T% =o, +a,¥

From (8.1), (8.2)'~ (8.5)', we may then write :

(8.23) ¥® - (39 + a,T)Yn + (agYa + b9 +

1 s
—=BY™)P
P2
+ (agP - %B - a,lo)Ya‘ + Qa'

which can again be written as

(8.24) B =at" +k§ +nr?

where
S i
1
a9Y8‘+b9+-—§BYa'

P
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S
(8-25)k= == o > l 1 a
a9Y 'F% +?ﬁY

1
L & 2l ™

a ., . 1 a
a.9 Y o+ b9 + P2 BY
Thus the reduced form equations for all endogenous variables are
obtained. The next section is devoted to a discussion of the dynamic

properties of the model.

8.5 Dynamic Propemties ~ Stability
end Bauilibrium Multipliers

We first write the equations for the five endogenous varisbleg -
n n _a i1 . . . :
Y, P, P, P and r . Using the time subscript the equations (8.21),

(8+24), (8.17), (8.16) and (8.19 are written below :

.1 n a
(8.26.1) ('!-a)Yi;l - b}?’t = a1?§_1 +b115_t-1 + d111.;—1 + QL_ + th

(8.26;2) -gﬁsupt =k Q' +n ¥
(8.26.3) -e ¥} -t B, + ] =0
(9'25-4) | : (P'n)Pt - (P)P: +Pi‘ =0
(8.26.5) - Ryn Y;‘ -R B, % r}; = ! @, R
+ Ry @s, + Ry £ 
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Let us define two column vectors — one for the endogenous variables
n 5 i n oi8 <1 i
(8-21) §y - | %, B, P, 8 rtjk
and the other for the exogenous variables

(8.28) %, - {Q’:, o8 1,k oS, b }

f-8 =b. e @ 0O 2, b, 0 0. e
B= 4 -8 1 0 0 0f; Bfo 0 0 o 0
-e -f 1 0 0 0 0 0 G Y
(8.29) B
o -2 -p 1 o 0 0 0 o o0
-R, -R 0 0 1 0 0 0 0 o
Y, P 2
1 0 o 0 0 0
= 1o x = 0 0 0
19 'E 0 0 0
ol & %6 0 0 0
51 g Rya R By R

Lerrmmmirin

Then the system (8.26) may be written as
(8.30) By¥y = By, + Tty
In order to solve the system (8.30) we shall follow the wethod

of Goldberger (1959, Ch.6, pp. 105-13)+ Let us first introduce the lag
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operator E which is defined by

(8.31) Bx, = x

t t-1

and the definition is extended to linear functions of ﬁj

(8.32) ( a, + ogiE) Xy = GoEy O X,

where &, and 041 are constants.

Amatrix B is also defined whose elements are linear functions
in B :
(8.33) B= B -B, E
That is, if B = ( Bgio ) and B, = ( ﬁgi1)’ then the (2,3 th element
of B is given by 8 alo ™ ﬁgi1 E.
The system (8.30) can now be written ad

4

(8+34) By, = r'zt .
or we may write

(8.35) |B]| '&t = (M) B) [Tg,

where ‘ . ' |
" 1 b m -
} 1-8-8 B B b~b, B 0 0 LB
: B = N ‘
(8.36) o ACLE ° ’ i
. <& -f 1 0 0
0 2 0 e 1 0
- R -R 0 0 1
¥y P '
- (1-a-eE) - (b#bBe - d.E(eR +R )

n
(1-§Tfpg) - .[a.1 + d1Ryn + (b1 + d1Rp)g] B

2/ The definition of E can be extended also to integral powers of B
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Each equation in (8.35) gives, implicitly, the time path of one
endogenous variable in terms of the time path of the exogenous variables.
An expression for any endogenous variasble as an explicit function of time

be

is to/found with three distinct components and together they constitute

the complete golution.

The first component — called the basic characteristic component —

- reflects the inherent response characteristics of the system and is taken

from the basic solution to the homogeneous characteristic equation .

8- — — ]}
(8.37)  (1-a-bg) A [a1+d1 Ry + (o ¥4 B g] 0
This equation has a single root A and hence the basic characteristic

A .
component, &t y of the time path of the endogencus variables may be

written as

7 t
{8.38) Yo = ua

where u is & vector of arbitrary constants to be determined by

initie]l conditions. The system is stable (damped) if the absolute value

~of the root A is less than unity end unstable (explosive) otherwise.
The second comﬁonent of the complete solution reflects the

exogenous stimuli and is obtained by taking o particular solution of

(8.30). This perticul ar compoﬁ%nt clearly depends upon the time path

of the exogenous variables. An important special case is usually consi-

dered, i.e., the one when ét is constant over time : it = % for all t.
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Then the particular solution is also a constant which is given by ¥ where

B,y =B, 7+ %
or, . y
(8.39) ¥ = (3, --131)'1 Iz

- A
Taken together, the hasic characteristic component, &t ,end the
particular component, 57 y provide a basic complete solution. And when

the vector u is evaluated at specific initiel conditions, i1t represents

the initial condition component of the full complete solution. Deﬁoting
the evaluated u vector by \1./1, we have the full GOmpl;ete solution z-
(8.40) §t=\£xt+§
, = case — :

where ¥  is given by (8.39), the/corresponding to % , =% for all t.

One final result remains to be stated. Our discussion runs in terms
of the first differences of the variables. However, Goldberger (1959,
ppe 113-14) demonstrates that the inherent dynamic properties e sta.bility‘
etCe, == oarrj over from first differences tb ahsolute lévels of vari-
sbles. In other words, if the system in first differences of variables
is stable (unstable), then the system in terms of sbsolute levels of
variables is 'a:l.éo‘stable (unsi:able) « In fact,m the time path of the levels,
rather than changes, of lthe t&@gemus variables ca.n be ‘easily-derived.
Supposing that initial levels of ‘e‘ndogenous variables are given by y_ 4 ',
their llevels at any time T (yT) is obtained by simply cumulating the
o}iangea'?/ |

3/ See Goldbergar (1959, fom. T, pi 82)«
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— : 3
yT y1+ +y1+y2+...+yT

?-‘ft'

Now, from (8.37) we find that

h

(8.41)

i

1 I
!
1~2a-bg

a +d1Ry +(b1+d1Rp)g

The coefficients of the reduced form have, however ,following values in

our case @

a = 0.146 bg = 0.369
(8.42) &, = 0.192 (b, + 4R )& = - 0,555
| 1 ) 1 7p )
1 YIJ.
Therefore,

" ’_:‘ 0. 192 = O¢Q§8 = 00555 =
(843 2 1< 0.146 ~ 0.369 ot

Since the‘ gbgolute value of A is less than unity, our system is
stable. However, A being negative, the path of any endogenousl va:t%iable
is (damped) alternating,

Next, oné can find the varitus multipliers of our system - impaoct
and dynamz.c. The impact multlpllers of unit changes in 1agged endogenous

and exogenous va;c:.ables can M fact be calculated from (8, 3)) as follows k
(849 7y = B0 By 5, +B) [

We shall, however, calculate what Goldberger (1959, pp. 109-13,

115-16, 121-24) has termed equilibrium multipliers. This is in tune of
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the discussion of our theoretical model presented in Chapter 4. There
.we discussed the oomp-arative statics results, i.es, the effects that
ultimate_lzy‘ corie upon the endogénous varisbles in response to a specified
-change in some exogenous variable. | |

The particular solution for the endogenous variables in the case of
constant E over time is given by (8.39) which is reproduced below :

(8.39) ¥ = (8, -B)" [t

Since any given column of .the matrix, (B - B ]—' gives the
constant aninlal cha:ages in the endogencus variabl es.whlch are compatible
with a constant anmial change of one unit in the corresponding exogenous
varisble, the elements of the given column may also be interpreted as the
'chr»ngus in the eguilibrium 1_@_1e_l;§ of the variables that ultimately,coﬁe
sbout in response to a unit inereage in the level of the relevg.nﬁ

exogenous variable(-hich is thereafter sustained at the level)ﬂ{ In

4/ See Goldberger (1959, pp. 123, 127). Suppose that the initial situa-
tion is .one of static equilibrium, i.e., 5’-—1 = 0 and that y_, gives
the initial levels of endogenous varisbles. Suppose further that the
J-th exogenous variable in z increasd®by one unit in period 0 amd
then remains constant thereafter while no change occurs in the other

~ exogenous va.r:.ables in any period. Thus (2 ) =0 for t > 0 while
‘(Z ) = 1 and all other components of % a:ce zero for all ¢ > 0.
Let ]""j be the j-th column of the matrix | . Then from (8.44)
we cbtadin

(84394 1)
_ for t > 0

(contd. to the next page)
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other words, the equilibrium multiplier of & unit change in any exogenous

. . - -1
varisble is given by the relevant column of the matrix (3, - B_1) T
Before we present the equil ibriun mltipliers we shall note one

point. The time variable in z (and the corresponding column in ]— )

will be neglected. Qne can, of course, study the effects of the operation

FPootnote 4 contd.:

Therefore, the levels of the endogenous variables in yeer T can be
calculeted in the way given by (8.41) 3

= 2

or, we have from (8.%9.1)

. -1 -1 2 ‘ -1 T|.,~1
(8439.2) Yp m Vg S [I + (B, B,) +(B By) tee.# (3, B,) B, ,—j’
1 4 ' bracketed expression enile
If (B; B)" >0 as t >, the/BHS of (8.39.2) wemd
4 . e

(I - B:‘ B',“)“-l and the change in the equilibrium level of the
endogenous variables over the initial equilibrium level is given by

‘ R
(8.39.3) (1-3"3,)" B ]_j

It remeins to be seen that the expression in (8.39.3) is equal

to (Bo - ]3_,‘)'-1 rj' But this is very easy to show. Let us write

-1 -1 -1
(I..Bo 31) B = A

Then poste-rmltiplying both sides first by BO and then by (I - B;
we get 1

.1
B,)

I=48 (1-3] 3,)
. =.A(BO —B1)1
o A=(B -B)"

which then yields tRe dedired result. It can also be shown that as & — oo

(B; B1) t—)(} provided the characteristic equation (8.37) has root
whose absolute value is less than unity.


http://www.cvisiontech.com

171

of £ in isolatior;[ In fact, since by definition t increases by 1.0 each
yeer, one nay make the following specification of the time path of the

exogenous vector Zz, : all its components except that corresponding to t

t
ure: sero“for €11 the time and the component of t is 1. One then gets
fron (8.44) the time path of the endogenous verisbles in response to the
operation of t only. We shall not pursue the matter, but only make a few
comments. We havé to note that t is there in only -dne estinated equation,
ies., the one corresponding to the short-tam intéreét rate (the equation
(8411) or (8.11) 'Ye There the main argument for the introduction of t was
tc capture the effect of increasing degree of monetisation on -the demand
for money and hence on the rate of interest. Statistically, of course,
the introduction of t as an exXplanatory variasble in any eqaatign has the
effect of eliminating trend from =11 the variables. Or, it may be inter- '
preted.&s & catch—all variasble infrodu.ced to capture the effects of all

other possible explanatory variables which have time trends. There nay be

other variables which might have influenced the demand for money and which
night be increasing over time (e.g., wealt}rs-/). Hence the neglect of tine -
would mean that we are, in effect, assuming these other variables to
remain constant.

We now present our results. Table 8,1 gives the figures of the

coefficients of the matrices Bo’ B, and r of the sy¥atun of eaquetions

(8.26) or (8.30).

5/ See, e.g. » the discussion in Goldberger (1959, pp.97-100).

6/ As we have pointed out in the preceding chapter, Bhattacharya (1971)
observes that the net worth of the private sector has significantly
affected the demand for money in India.
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Table 8.2 shows the equiligiium miltiplier effects upon two
endogenous variables — Y and P — of a unit increase in the various
exogenous veriables -— Q, Q?‘, Y%, ¥ and GS., These effects are shown by
the relevant columis of the Table 8.2.
Table 8.2 : (Bquilibrium) mltiplier effects on two

endogenous variables Y® and P of a unit
increase in the various exogenous

variables.
_ exogenous variable
endogenous n a ‘ a
variable & 9 ot L GS
Gl 1.1287  -0.5617 1.1746  0.4786  -0v0914
P 0.0002009 0.0003761 =0.0002019 0.00008%2 -0.0000163

dimilarly, miltiplier effects on other endogenous variables

n _a _1 : . . . .
P, Py, ¥ can easily be obtained. Howevar, it is convenient td presant

these effects in terms of elasticities (computed again at the sample

means of the variables). Table 8.3 presents these elasticities where

other endogenous variables P", P and ' are also included.
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Table 8.3 : Percentage change in the equilibrium values
of endogenous variables in response to a one

per cent increase in the various exogenous

varighles
endogenous | exggenous variable =
variable i Q Y® u GS
N 0.33 -0.01 122" 0.15  -0.05
P ' 0.35 0.04 -1.24 0,16  =0.05
by 0490 0,08 -2.17 0.40  ~0.14
pd 1,25 0.12 ~3. 41 0.56  ~0.19
o1 0420 0.02 -0.28 ~0.43  40.15

8.6 A Discussion of Results

In this section we diScuss. the results given in Tables 8.2 and 8.3.

It is sometimes argued that a Keynesian model is not applicable to
an underdeveloped country where supply of goods is usually inelastic in
the short-run. In such & case a' rise in autonomous demsnd (1ike government
expenditures) would raise mainly prices and not prod:ucfioxl./ Our empirical
results show that even if we asgume t_he.t excess capacity is present in
the non-agricul tural ‘sector and that production in this secter is perfectly
elastic, a rise in the autonomous demend for the good of this sector
exerts a greater influence on prices than on production. As our Table 8.3

shows, a one per cent rise in Q raises Y

by only 0.33 per cent. However,
1/ See Rao (1952) "N
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the relative price of agricultural good rises by 0«35 per cent and
absolute prices of agricultural and non-zgricultural goods rise by 1.25
and 2.90 per cent respectively.

A rise inlthe autonomous demand for agricultural good reduces
non-ggricultural income but increasés the relative price of agricultural
. good, two absolute prices and the rate of interest. The elasticities
given in column 2 of the Table 8.3 ére seen to be rather low. This is
because of the fact that the average level of Qé is very small over our
sample periédg/.

. A rise in Y® has all sorts of favourahle effects on the economy.
A one'per cent rise in Y* raises Y" by 1.22 per cent, but reduces the
relative price of agricultural good by 1.24 per cent. The agricultural
price falls ﬁy 3+41 per cent while the non-agricultural price falls by
2.17 per cent. It therefore follows that g fise in Ya reduces money
income (PaYa + PnYn). It is not possible to test such a result against
the data. For, ghese equilibrium multipliers show effects on endogenous

~ variables which ultimately come about in response to a pocified shift in

8/ This is obvious if one compares Tables 8.2 and 8,3 and the results
corresponding to @ and Ya, both being measured in the same unit.
From Table 8,2 it is seen that & unit.rige in Qé raises P by
0.0003761 while that in Y® reduces P by only 0.0002019. However,
from Tsble 8.3 it is seen that the percentage change in P is only
0.04, #f Q% rises by one per cent but as much as -1.24, if Y? riges
by one per cente Results of a similar nature hold good in case of
T to0. In fact, the elasticity of an endogenous variable Y with
respect to an exogenous varisble 32 is given by-gz. E. This will be
small (high) if the average sample value of Z is small (high), The

average levels of Q* and Y® are 89 and 6229 crores of rupees
(at 1960-61 prices), respectively.
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only one exogenous variable and the real world exXperiences shocks occuring
from all exogenous variables at the éame time. Still we may point out that
duripg the ¥irst Pilan period money national income had fallen in several
;yearsg/ and that the First P lan ﬁeriod witnessed substantial growth in
agricul tural output.

A rise-in the base money raises non—agricﬁltural income. But
equally important is the effect on prices. Although a comparison with the
strict quantity theory cannot be made ( since we consider here only the
base money and not the total money supply ) powever, a strict quantity
theory does not.seem to hold good. A one per cent rise in the base money
raises agricultural and uon-agricultural prices by 0.56 and 0.40 per cent
respectively and reduces the long~term rate of interest by 0.43 per cent.

in the‘theoretical model in Chapter 4 we did not bring in the stock
of government gsecurities. Here we find that a rise in the stock of
govermment securities has, however, small effects on the economy. A one
per cent rise in this variable reduces non-agricultural income and the
relative price of agricultural‘good by 0.05 per cent each. Prices of
non~agricul tural and agriculturalhggods also fall by 0.14 and 0.19 per cent

respectively. The‘long-term rate of interest, however, rises by

G415 .per cent.

9/ Years 1952-53, 1954-55 and 1955-56. See our Table B.1 im
the Appendix 3,
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8.7 A Final Observation

In the theoretical model set out in Chapter 4 the discussion was
run in terms of two demand functions — one for the agricultural good and
the other for the non-agricultural good. We made certain assumpt ions
about the partial derivatives of these fﬁnctions with re.spect to relative
price of agricultural good, non-agricul tural income, agricultural income
etc. The model, it is to be borne in mind, was cast in terms of (static)
equilibrium situations, i.e., the relations which would obtain at the
end of the process of all adjustments. And the assumptions about the
partial derivatives of the demand functions were made to derive compara—
tive static results — results obtained by comparing two static equili—
briur situdtions,

Td obtain these equil ibrium relations, therefore, we have to con-

sider the particular solution of our model, the one noted in (8.39). This

is, in fact, obtained by substituting T = Yn1 =1 P = P =P,
«1 Dl vl . . .
T =T , =T etcs In the various relations. Thus from (8.21) we get

(8. 45) A e aﬂ§n + b1§ + d1;l + 5%+ o

while from (8.19) we zet

Pol 71 Y T T =
8. = 4 + ¥+ +
(8.46) Ryn RP P+R Y +R M R.s GS

Therefore, from (é.45) and {8.46) we obtain

(8.47) " = (a + a +d, RYn) i (b +b1_+d1 Rp) B+ "
* (o + a, Rya) ¥ (d, B) i1+ (4 B,o) o8

1
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The LHS of (8.47) gives the change in the non-agricultural income while
the RHS gives the change in the demand for non-agricultural good. There-
fore, using the notations of Chapter 4 and inserting the estimates of

the coefficients, we find

n

D = + + d B = Oo 8] 1

¥ a a.,l 1 v, 30 <

n — ;
(8. 48) D, = b+b, +d, R, 1045.5 < 0

P - c‘+‘dq R = 0.611 >0

ya ya.

»' = 4. R = 0.424 >0

m MRy > Qeded | B

Similurly, for the agricul tural good we get from (8.23) :

(8.49) ‘l_far- (a9 + 37) §n+ (9,9 Yal+b9 + iEB Ya) ET

+(";EEL"*(%"'S?P' ig' B -ag) ¥

The LHS gives the change in the agricultural income while RHS gives the

change in the demand for the asgricultural good. Again using the notations

of Chapter 4 and inserting estimates of these coefficients, ws find that

a

Dyn = a9' + oy = 0374 > 0
8. - a deg y¥s J |
(8.50) DP By + by + PZB b 2102.4 < 0
DY = aP-~2g -a = 0.135 < A1
¥, 9 " P 10 I

Thus (8.48) and (8.50) show that all the assumptions (41)-(46) of
Chapter 4 are satisfied and hence the four Propositions of Chapter 4 hold
good. This was in fact obvious when we presented equilibrivm multipliers

in the preceding two sections of the present ¢ hapter.
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Appendix A
MPPENDIX TC CHAPTER 4

A.1 Theorems on Implicit Functions

TEEOREII 1 ¢ Tet F (Y X1-;~"';’_.., Xm) be a contimously differen~
i .able function (i.e.,, contimous function possessing continuous partiszl

«grivatives) of the independent variablesY and {’X‘I, seiy Xm} . Let

(Y X;, sy X:f) be an interior point of the region of definition of

" such that
.
(A1) (LN g ey Xf;) =0
and
1 .
. (4.2) (T Xy een, xg) #0

Then there exists a2 region R cgqtaining (X;, veuy Xf;) in its interior

and an interval Y‘I g__ g <= Y2 around YO such that for every (X1,. ..,Xm )
in R the equation‘F (Y; X1 g weey Xm) = is satisfied by exactly one
value of ¥ in the interval Y1 S € Y—2 which is given by a unique

function
] :
(23) B = e ey XY
For this value of ¥, the equation

F{G (X, oo, &5 1, ..., xm}

holds identically in R and, in addition,

]
(@]

Y = G (x;, s xg’)
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Further, the function G is contimmously differentiable with its

partial -derivatives being given by

(A'4) G = I (i=1,looo, m)
| ol d 1 A
THEOREK 2 s+ Let @ (Y, %5 X', vuup X) and YW(Y, 25 X', oo, X))
be two contimuously differentiable functions of Y, Z and other independent

varizbles {x1 y esss X%, in & neighbourhood of the point
1

(Yo, Zo; XO, vesy Xgl ) at which the fo.llowing' equations
1
0 (Y, 2; X:'":xm) =0
(4.5) |

Y] '
w (Y, Z; X y *e ] fn) an O
are satisfied. Further, let the Jaccbian of ¢ and I with respect to

Y and 2, i.e.,

$ ¢
(A.6) J = = §

A A

differ from zero at this point. Then inthe neighbourhood of the point

N

/

there exist a unique pair of contimously differentioble functions

Y= G‘(X1’ ...,Xm)

(A7) ‘
: Z= H(X, .., 5

which satisfy the eqations (A.5) and the conditions : e = G(X:,. -.,X::) "

2 =H (X;, ks X::). Further, the partial derivatives of the functions

G and H are given by
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1
Gx. = -3 q’xi q)z
l -
(A8) | |y, W
. N ' : ] (1 =1, eevy m)
e B3 |
hx. IR | v *5
* | e E
| Ty f‘fxi

For statements and proofs of these theorems see Courant (1936,

pp. 117-21, 153), or Khinchin (1960, pp. 462-75).

A2 The Solution of T in Terms of Y, P, Y end iI

The relation (4.34) in the text has been derived from the equa—
tions (4.29)~(4.33). With the help of (4.31)-(4.33)', equations (4,29)

and (4.30) can be rewritten as follows :

p |
L (z, P%, T4 P; 17, W)

I.a
i

-

:: b
LiP" (Y + YY), Mr-r =0

A,
e Fo(p"

, %, P) F (PP?, Y - 2"

I

1]
o

We have at the equilibrium point

j
v= | 1 £’ = -1 S o,
= T P, g
(4.10) ‘ ;
F F 0 PF - 1
T p
n a
= (17 - PR )
% Pa

which 1s greater then zZero, in view of (4.29). Therefore, by Theorem 2

(stated in the previous section), » (and also P can be solved uniquely .
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in term# of other varizbles around the equilibrium point :

(A1) = R(YSP; Y, 1)
where B is & contimiously differanﬁiable function whose partial derivetives

are calculated as follows : e

1 ’ ’ 1 .
= - = L L =-= | P, 1
Ryn v Vg 13 v Y ¥
¥ 7’ F (PF_ - 1)
7, 1 3 T, Pe
i )
= - (PE. - 1) P"L_ YI_F
(1 -PF_) a vy n
a F »
n y'n
= P4 Y i
Ly &t 1 - PF >
pa.
1 /. s 1
R = e WS L L = - PnYaIl YII
“p i ? v, v v’ ¥
: s '
G pYF (e, -1)
P Py, 1:»a
(A.12)
_ 1
a
n
= L_P (Ya + )
. S
1 s / 1 '
R =-= I L = .= | P& L
g v Y, T B g vy’
F’ o 0 (PF - 1)
ya. pn a
1 a8,
. (T5F) LP Ly/ (PF -1)]
a

..:P :
e<'\
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O ,
~ i
B pets i L i) -2 01 YL,
! v m 12 _Vj ] ¥y
/ = |
¥ F 0 (PF -1)¢
= pn , Pa
1 T i
= : L (PF -1) |
(T-PE‘a) e s B
=og
n

A.3 -Empirical Results for IO

This section is devoted to g discussion of & few empirical
results for the private investmpent demand for non-agricul tural good in
the agricultursl sector (Ia). For this purpose, we have cong.idered four
possible explanatory variables : l(real) income in the agricultursal
sector (Ya) » relative price of agricultural goqd (P), 2 long-term rate
of interest (rl) and the govermment capital stock in the agricultursal
sector (GKa) s Obtained by cumulating the govermment investment in this
gector (GIQ'). A rise in P means that the pricer of the product of the
agricultural sector increases relatively to the cost of making investment
in this sector. Hence a rise (fall) inP will tend to raise (reduce)
profitability of investmeut in the agricultural sector. On a priori
grounds, therefore, the cqeffioient of 'P in the Ia. equation ig expected

t0 be positive. A varisble like GK™ is considered on the ground that
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developmental activities (like irrigation facilities, multi—imﬁbée river
valley schemes etc.) are usually big in size which could be provided aply /
by the goverrment, and that private investment (like land in\;provements,
uses of agricultural machineries, etc.) is likely %o be influenced very
much by the availability of the;se facilitics. ‘

To h‘ave some idea about the influence of relative price, we first
consider agricultural income and one-year lagged value of the relative
price as two possible explanatory variables and the estimated equation is

given bel OWy g

(413) TI% = 662,108 + 0.082 Y* + 278.929 P ‘
(=0.773)  (2.123) - (04366)

2% - 0.15
We sce that although the coefficient of inccome variable has g t-ratio
exceeding two, the coefficient of i:-elative price is not at all significant.
When P__“_1 in (A+13) is replaced by P, results do not improve at ell, the
t-ratio for the coefficient of relative price still remaining below
unity (0.774). Introducing Yil {and not Ya) as an expl anatory varisble
with any cme of P or P-—‘I does mot help to make the coafficient of relative

price significant. Cne such result is given below :

(4.14) I% = -255.551 + 0,101 Y, - 232,032 P_,
(-0.414) (3.704) (-0.386)
R = 0. 46.

i/ For each equation the'lc)g-—_linear .Specifiéation has yielded worse
result than its lincar counterpert so that we report only the
- latter here. i
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We sce that the relative price has now a negativé (al'though, not signifi-
cant) coefficient, contrary to a px"iori expectation.

Sxercises with long~term rate; of interest (rl) as o posgible expla-
netory wvariable for the I fanction do not yield sztisfactory results. In
all cqrations where o (current or lasgged) is introduced as one explanatory
variable, with either Y (current or lazged) as another regressor or with
Y% and P (current or lagged) as two other regressors, the coefi‘::.cient of

1 N .
r never comeés out to bo significamt. Two such results are given below :

\

(A15) I%=-208.362 - 0.031 ¥* + 1,431 2,
(~14175) (-0.485) (1.631) ~
B - 0.23
(416) I = -311,99 + 0,103 Y - 172516 P_, - 4.074 =%,
(-00494)  (1.496) (=0.283) (~0-039)
B o 0.40

Wo thus see that not only is the coefficient of the rate of interest not
Significant, but (A4.15) has all $orts of perverse results, viz., the
coefficient of income is negative and thet of rate of interest is positive.
Of course, none of the coefi‘icients in the sbove two equations is signifi-
cant.

H'&‘he next exercise considers GK~ and relative price (current or
lagged) as-two regressors for the I® equation. However, relative price

never comes out to have a significant coefficient. One such result is
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presented below @

(A7)  I% = 18,623 + 0.124 GK®> + 13,563 P,
(0.031)  (3.843) (0.023)
T = 0.48

However, the coefficient of GK~ is positive and significant, confirming
our earlier argumcnts.

All the above exercises suzgest that neither the rote of imterest
nor the relative pricé of agricultural good hes any significant influence
on private investment in the agricultural sector.‘ Agricultural income -—
voth current anlone yeor lagged — n;ay have scme influenece on i and.
oxuferably,one shouid consider some average of the two figurcs ag fhe
relevant income varicble., Also, the govermment's developmental activities
in the agricultural sector (measured by GK') is likely to influence I,

As a last exercise, therefore, we introduce both Y* and GK® as two possible

regressors in the I equation and the estimated equation is given below :

(4.18) I%=516.348 - 0.088 Y* + 0.208 GKB“
_ (1.677)  (-1.577) (3«429)

B = 0.57

We see that the coefficient of income varisble is negative (not signifi-
a s

cant) while that of GK  is positive and significanmt. Bven if Y in (4.18)

?

is replacgd by Yil or by an average of Y? and ijl (let us call it, Y:w)

the coefficient of the income variable remains négéiive which is diffiewlt
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to accept. One such result is shown below

(4.19) 1% = 779.206 ~ 0.739 Yo+ 04271 ax®
©(1.328) (-1.274) ( 2.274)

% = 0.54

All these results indicaté that I7 is significantly influenced
neither by relative price, nor by rate of interest, nor even by income
in the agricultursl sector. Only GKa may have sone influencé on Ial Since
GKa (or even Ya) in our model is assumed to be determined exogenously,
we may conclude that the private investment in agricul ture is independent
of endogenous forces. And this is the assumption which has been made in

our model.
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Appendix B

DATA AND THEIR SCURCES

By1 Price Indices : P% p®, p

p? : price index of agricultural good;
Pn : price index of noun-agricultural good;
P : relative price of agricultural good (= Paan).

A1l indices are given with base 1960-61 = 1.000.

The price indices of agricultural and non-sgricultural goods are
estimated by us from the wholesale price indices of various articles

(with base 1952-53 = 100), as published in the monthly issues of the

Reserve Bank of Indis (EBI) Bulletin. As for example, figures for the
period from 1950-51 to 1955~56 are taken from HBI (1960, 1962). The

following items have been defined as agricultural commodities in our

case :
i+ em weight in weight in
* the general the group of
index agricultural
good
1. foodgrains (cereals and pulses) 0.235 : 0.405
2. fruits and vegetables 0.023 0.040
3. milk and ghee 0.084 0.145
4. fish, eggs and meet 0.017 . 0.029
5+ other food articles : 0.050 0.086
6. tobacco raw | 0.016 0.028
7+ industrial raw materials ‘ 0.155 0.267

(fibres, ollseeds,
minerals and others) . _
~total . ‘ 0.580 . 1.000
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et

The price index of our agricultural good (Pa} is estimated as
the weighted average of the above 7 items, the weights being their res-
pective importance in this group of items, as shown in the last column.
The remaining items in the generai (all commodity) price index (to be
denoted by p) are defined as non-agricul tural commodities having total
welght amounting to 0.420. The price index of non-agricultural good (Pn)

is then computed by the following rule

a
n_ p-0.5800P
(B.1.1) P o

These price indices are then converted to the basge 1960-61 = 1,0, which
are shown in columns (1) and (2) of Table B.1, respectively. The relative
price of agricultural good (P) is derived by dividing P2 by P" amd this
is shown in ¢olumn (3) of Table B.1,

Two points should be mentioned in connection with these indices.

First, HBI also computes and publishes price index of agrioul~
tural commoditiesf This, howéver, cannot be used for our purpose. For,
it has a lower coverage than what we need, since agriculture in our work
'also includes animal husbandry and ancilliary activities. Secondly, Some
of the items included hefé in the group of agricultural good are, strictly
speaking, non-agricultural commodi£ies (as fer éx:;;ii, LmineraIs). |
However, they are included,as anﬁual figures separately for them are not
available for all the years under study. In any case they have very

insignificant weights in the group of agricultural commodities.
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B.2 : Incomes : Ya, Y?L ¥, Y~

=
jiv]

: (real) income in the agricultural sector;
T (real) income in the non-agricultural sector:

Y ¢ aggregate (real) income in the two sectors,

measured in terms of non-agricultural price
(= PY* + 1)
Y : aggregate money income in the two sectorss

Y* and ¥ are measured at 1960-61 prices while

I

Y is at current prices. All the above four

variables are expressed in crores of rupees.

Figures for incomes in the agricultural and non-agricul tural
gsectors at 1960-61 prices (Ya and Y:3 are taken from Government of
India (19%4a,1971). Net domestic product (NIP, in short) in agriculture
@roper), animal husbandry, forestry and logging, and fishing are added
to yield v® while those in the remaining sectors éf the economy are

added to give Y . Figures for the period, 1954~55 to 1965-66, are taken

from Govermment of India (1971) which publishes Revised Series estimates
of NIP. Figures for years prior to 1954~55 are computed in the following

way from the Conventional estimates of NIP, as given in Govt. of India

(196 4a). Year~to-year percentage changes in the 'conventional' estimates
of NIP in agriculture aqd non-agriculture at 1948-49 prices are first

calculated and then the 'revised series! estimates of Ya and Yn are
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carried backwards by making use of these percentage changes. v* and YO
are given in columns (4) and (5) of Table B.1.
Y" = PY® + Y computed from columns (3)-(5) and shown in
column (6) of Table B.1,. 7
y'=p%® 4 pHY, computed from columns (1), (2) , {4) and (5)

and shown in column (7) of Teable Bata

B¢3 Intersectoral Flows : Xna', xan

xna : amount of non-agricultural good used as inter-~
mediate inmputs in agriculture;

Xan s amount of agricultural good used as intermediate
imputs in non-agricul ture;

Both variables are measured at 1960~61 prices and expressed
in grores of rupees.

X" i3 estimated to be 0.027Y% and it is shown in column (8) of
Table B.1. The method of estimatingl the coefficient 0.0Q'{ for X' as
well as a part of the method of estimating X** nas been described in
Section 5.1 of Chapter 5. The rest is described below.

To ‘obtain Xan,a time series is first constructed for the index
of production of agro-based industries. For the period, 1960 to 1965,

figures of this index are taken from various issues of RBI's anmal

publication _Eggoxj_:_ﬁon Currency and Finance. However, such an index is

not available for years prior to 1960 and we have estimated its figures

for these years as follows.
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For two years 1950 and 195*t-an index of production of agro-baseti
industries is computed &s the weighted average of indices of production
of cotton cloth, ;:otton yarn, Jjute manufactures, woollen manufactures and
sugar; a2ll these indices are given with base year 1946 = 100. For the
period, 1951 to 1960, we heve, however, used the weighted average of
indices of production of sugar, tea processing, eigarettes, cotton and

woollen textiles and jute mamufactures; figures of these indices are

#

given with base 1951 = 100 for the period, 1951 to 1955, and with base

1956 = 100, for the period, 1955 to 1960. Figures of aforesaid indices
‘.a.re taken from various issues of the RBI's anmual publication, Report on
Currency and Finance.

the index
We thus get/of production of agro-based industries with different

years as base years, viz., 1946, 1951, 1956 and 1960. Assuming that the
figure fgr a calendar year refers to the corresponding financial year, |
the index is then converted to a common base 1960%1 = 1,000, This is
denoted by Z and given in column (21) of Teble B.2. Now, X" is estimated
to be Rs.2084 crores (at 1960-61 prices) in the year 1964-65 (see Section
5.1 of Chapter 5). Hence flows from agriculture to non-agriculture

(at 1960-61 prices) are easily calculat®m as follows ;

O
1.184

x* = 2084 X

where 1.184 is ‘tAhe vilus of 2 in the yoor 1964~065. Thie series is shown

in column (9) of Tablie Dits
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n

#.4. Investwents : 1%, 1", Gr, & 8a

T prlvate investment (in the form of nonragrl-

cul tural good) in the agricultural sector;

= prlva$g investment (in the form of non-agri-

- cultural good) in the non-sgricultural sector;

GI : goverrment total investment (in the form of

non~agricultural good);
(private'and govermment)
£y BA : changes in the total/stock of agricultural good;

AlY verisbles are measured at 1960-61 prices and expressed

in crores of rupees.

Tot2el net investment in the whole economy at 1960-61 prices is
taken from Lal (1970). Let us call this series NPCF. This is given in
column (1) of Table B.2. Further, from tﬁe same source we calculate the
éhange in stock of agricultural commodities ag follows,

The Appendix 1.3 of Lal gives changes in stocks of different-
commodities, viz., (2) foodgrains, (b) agricultural other than foodgrains,
(c) livestock, été., 28 well as changes in stocks of commodities in
différent.seotors, viz., (i) manufacturing, (ii) commerce, (1ii) mining,
(iv) electricity and (v) public administration (excluding foodgrains),
Now, (a) (b) and (c) are all agricultural commodities while a portion
of stocks held in (i) and (ii) is in the form of agricultural commodities,
We assume that 13 per cent of changes in stocks-in namifacturing and
15 per cent of that in commerce are ohanges in gtocks of agrlcultural

oommodltles. The former proporxiaﬂ is obtained rather arbitrarily,
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being the proportion of total bank advances to industries given to cotton
‘and jute textiles (two largest users of agricultural materials) in 1964-65.
The propertion in c@@ce is estimated in the following way. Detailed
figures of stocks of different commodities held in registered wholess.lfa
trade as well as those of stocks of all commodities held in retzil trade
in years 1959-60 and 1960-61 are given in Goverrment of India (19694a).
Thus between ;:he:ge two years stoo;ks‘of agricultural oommodities in
registered trade are estimated to have increeased by Rs» 8 crores and thosé
of all éommodities, by Bs. 54 crores. The ratio of the former to the latter
comes 6ut ’.co 0+15% We assume this proportion to be valid for other years
4l 80. Thu-s',l the change in stocks of agricul tural commodities =(g) #(b)+{c)+
13 per cent of (i) + 15 per cemt of (ii). Since these figures are given at
current prices, we &ivide them by the implicit price deflator for change |
in stoc'ks of all co:ﬁmod;iﬁies; as caiculated frrom Lal (19"{0) , and in this
_wé.y, obtain the change in stocks of agricultural commodities at 1960~61
prices. This is shown as A SA in column (2) of Table B.2 and in‘
column .(13) of TableD.1s |

'Next, thel total net imfestment in the form of non~agricultural
good (to be denoted by TI) is calculated as '

(B.441)  TI = NDOF - A SA
Tﬁis is shown in column {3) of Table B.2. The problem nowzsrie of dividing
TI among public and :ériva._te.investmerit in two sectors — agriculture a.nd

non~agricul tures
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Khera and Nerain (1972) give total reproducible tangible wealth
in various sectors (at 1960=~61 prices) at the end of several years, 1949-50,
1950-51, 1955-56 and each of the years from 1960-61 to 1965-66. From this, -
total net investment as well as ne‘t investment in aégficulture, animal
hﬁsﬁnandry and allied acti\;ities (tﬁe fum total of whié:h isg treated-a_s net
investment in agriculture) are célculated : over thé six year périod;'
1949-50 to 1955-56, over.the five year period, 1956&57_to 1960481,ahd‘
then for each of the yeaﬁs, 1:961-62 to 1965-66. Then the propcx;tioﬁsl of

investment in agriculture out of total investment are calculsted for

these periods/years and these are Bhown below :

s T i L e ek o

peciod T T I AvdsStnent in agr;culﬁ?re
: a8 a proportion of total
. 3 investment o
1949-50 to 1955-56 04262
1956-57 to 1960-61 - 0,158
1961-62 ‘ 04192
1962~63 04166
1963~64 04182 ¥
1964 ~65 _ 0186
1965-66

0e219

v - e L Al - e i e e

We nextﬁassw‘ne that the proportion observed during the period,
194950 to'1955;56, or that during the period, 1956-57 to 1960-61, is
valid for ea'ch of the intervening years within the given period. Applying
theée proportions to our series of TI, estimated earlier, we obtain total

(publiec plus private) net investment (in the form of non-agricultural


http://www.cvisiontech.com

197

good) in the agriculturzl sector at 1960-61 prices. This series is called
TI® and is shown in column (4) of-Zable B.2.

Lal (1970) gives two serieé — (&) public 5ross domestic capital
formation (DICF) in fixed assets (i.e., construction and nachinery) at
1960-61 prices, end, (B) depreciation for public gross ICF at current
prlices. The sape sowce'al:uo gives depreciation for total (public plus
private) gross ICF 2t both current and 1960-61 prices and therefore an
implicit price deflator for depreciation is easily celculated. Applying

this deflator to the series (B) we cbtain depreciation for public gross

ICF at 1960~61 prices. Let us call this series (C). Subtracting now
{(C) from (4) we obtain public _;gg ICF in fixéd assets at 1960-61 prices.
Let us call this GFI which is shown in colﬁ.mn (5) of Table B.2. Further,
Lal gives changes in stocks of all goods at 1960-61 prices (A 8) and -
also the share of government holdings in A 8 for all the years undelr
study. Let us call the last variable h. Then changes in the govei'ment
‘stock of non-agricultural good (4. SNg) are calculated as follows
First, changes in total stock of non-agriculture good (A SN ere
obtained from O S and [\ SA : |

(3.4.2) LSN = 48 = A Sa
and next, A SN ig _obfaimd :
| (3.4.3) A S¥ = n A 8w
This is given in column (6) of Table B.2. Adding A SK to GFI, we
obtain total public net investment (in the form of non-egricul tural g;oo<‘i)

in two sectors. Thie is demoted by GI and is given in column (7) of
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Table 8,2 and also in column (19) of Table B.1 :

(3.4.4) GI = GFT + A SK

Now,r govermment investment in _agriculture cé.n be estimatéd from
the central and state govermment budgets publishéd each year in the |

Report on Currency and Finance. From two tables in this publication :

'Capital Budget of the Govt. of India -- Developmental Disbursement' and
'Capital Budgets of -States - Developmental Expenditures', figures on
centrgl and stafe gov:arrments investment in irrigation and mul tipurpose
river valley schemes are added together. These a:r:ergiven at current
prices; Adjusting for depreciétion and deflating by the price index of
rural construction like lalnd :impr'ovément, irrigation etc., &8s given in
HBI (1972, p. 1748) we obtain the series of public imvestment (in the
form of nc;n-agricultural good) in agriculture at 1960-61 prices. This is
denoted‘by GI* and is shown in coluamn (8) of TebleB.2. Now, the series
of private investment (of non-agriculturel good) in sgricultural sector
at 1960-61 prices (1% as well aé that of private investment (of non=
agricultural good) in non-agriculturél sector et 1960-61 prices (In)

. are eagily calculated, |

(B.4.5) I%
(B.4e6) I™

m® - g1

)

T -GI - I®

These are shown in columns (20) and (21) of Table 5.1,
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B.5 Exports and Imports 3 E?; Fa, En, i

E? . export of agricultural good;
F¥ ; import of egricul tural good ;
En : export of non-agricul tural good;
e : import of non-agricul tural good.

A1 variables are measured at 1960~61 prices and expressed in

crores of rupees.

First, figures of total exports and imports of two goods are ;
taken from Govte of India (1964aq197%). Figures for the period, 1960-61 to
1965-66, are taken from Item ﬁbs. 1 and 6 of "Account 6 : All Accounts —
Externaerransactions" as given in Govt. of‘Iﬁdia (1911, PP.32-3%) . Figures
for years prior to 1960-61 are'fakgn from Item Nos. 1 and 2 of Table 4 in
Govt. of india (1964%2) . These figures are shown in columns (10) and (13)
of Table B.2,

The next problem is to divide the_ﬁéﬁg& figure into those of agri-
cultural and nonragridultural'goods. For this purpose, the following items
are classified as agricul tural commoditiesl/a (1) eggs (025); (2) fish :
fresh, chilled or frozen (031); (3)\wheat and spelt including meslin.(o41);
(4) maize (éoer urmilled (044); (5) ceresls, ummilled oéher than wheat,
rice, barly and maize (045); (6) fruits and @ts, fresh, mot including
0il mts (051); (T) vegetables, fresh end dry, rooﬁs énd tubers, not

including artificially dehydrated (054); (8) tea and mate (074);

1/ Figures in parantheses refer to the division muber of the respective
items, as given in Govt, of India (1956),
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(9) spices (075); (10) tobacco unmamifactured (121); (11) hides, skins
end furskins undressed (211); (12) oil seeds, oil muts and oil kernels (221);
(13) . Wbod in the round or roughly squarred (242); (14) silk (261);
(15) wool and other animel hair (262) exclusive of wool or fine hair,
’
carded or combed, including tops and of waste of wool and other animal
hair; (16) cotton (263); (17) jute (264); (18) crude animed matérials,
inedible, n.e,s. (291)3 (19) crude v_egetablg materialg j.nediblié','
n.e.s. {292). "

There are a few items Whlch are not :anluded in the above group
owing to two reasons — (i) data dirthem are not available for all the
years urder study and (ii) their figures are insignificent, Now, export
and import figures of the above 19 items are sdded to give exports and
imports of agricﬁltural good. Export and import figures of these items
are taken from Thenawala (1967) for the period, 1950-51 to 1960-61 and

from various issues of the Report on Currency and Fiance and the Reserve

Bank of Indie Bulletin for subsequent years., These two series are shown

in columns (11) and (14) of Table B.2. Since total éxports and imports
are already obtained, exports and imports of non-agricultiiral good are
'easily obtgi’ned and are shbvm in columns ('f2) and (15) of Tlable Brngs

411 these export and import figures are given at current pr.ices_
@nd hence are to be deflated by the export dnd import prices of two

goods to obtain their values at constant prices.
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Export and import prices of-two goods are computed from the unit
value indices of exports and imports of these items. The figures on the

latter are giveri in verious issues of the Report ou Currency and Finshce

with different years as base years, viz., 1948-49, 1952-53 and 1958.
So far as export prices are concerrned, three indices are important for our
purpose : general (all commodity) export price (pe) sy export price of
food (Pef) and that of-crude materials (P%), S8imilarly, we bave taken
figures of general import price index (pf) s import price of food (Pff)
and that of crude materials (Pfr). ALl these indices for all the year&‘g/
are first éonverted t0 a uniform base 1948-49 =1,00 and then transformed
to the base 1960-61 = 1.00. Then the import price index of agricultural
| good (Pfa) is computed as a weighted aversge of Pff and Pfr, with weights
being the shares of imports of food and raw materials in total imports of
- agricultural good in 1960-61. These shares are estimated to be 0.598 and
0.402 résPectively. Further, the shares of imports of agricﬁltural and
non-agricultural goods in total ‘merchandise imports in 1960.-61 are
estimated to be (0.268 and 0.732.r95pectively and therefore, the import

price index of non-agricultural g'ood (an) is computed as

fn_ pf - 0.268 P72

E 5. 752

2/ T¥or a few years (viz., 1957, 1958, 1959) the indices are given for
calendar years only. We have assumed them to be the same as those for
the corresponding financial years.
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In a similar way, the export price index of agricultural good (Pea,)
and that of mon-egricultural good (Pen) are computed. The shares of exports
of food and raw materials in total exports of agricultural good in 1960-61
are estimated to bcrr 0.761 and 0.23-;~;e8pectively while those of agricul-
tural and non-sgriciltural gorods in total merchandise exports in 1960-61

are 0.379 and 0.621, respectively. Thus we compute :

P%® = 0,761 P ., 0.2%9 pF
pen Qe - 0,379 oo
_ 0.621

f .
Pea.’ Pen' Pfa, P ang Pfr 8re shown in columns (16)- (20) of Table B.2.

Dividing exports and imports of two goods at current prices by the rele-
‘vant price indices, we obtaiﬁ their values at ‘1_960-;61 prices and these
are shown in columns (11), (12), (16) and (17) of Table B.1.

One more trade w_ra:ciable we need, namely, import of machinery and
equipment (Fme). Its fig‘ures &t durrent prices are take;l from Lal (1370);
deflating that by an we obtain its values at 1960-61 prices. This ig

shown in column (9) of Tablep.2:

GC : goverment(real)consuﬁption, neasured
at 1960~61 prices amd expressed in
crores of rupees. .
Goverment consumption expenditures at current prices are taken

from (a) Govt. of India (1971) for years, 1960-61 to 1965-66, and
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from (b) Govt. of India (1964a) for yeers prior to 1960-61. Since the
definition of the govermment sector consumption has changed between these
two sources, certain adjustments have been made for figures before 1960-61.
In two years 1960-51 and 1961-62 both estimates of govermment consumption
— revised estimate in (a) and conventional estimate in (b) — are given
and revised estimate is, on average, 96 per cent of the conventional
estimate. ‘
Therefore, we have scaled down the figures for years, 1950-51 to
1959-60, from (a) by 4 per cent. Having obtained thus govermnment consump-
tion at current prices we have divided it by the implicit price deflator
of the conventionzl series of NIP in none~agriculture, obtained from (b)
and other issues of the same publication. In this way, we obtain govermment
consumption at 1960-61 prices (GC) and this is given in column (18) of

Table B.1.

B.7 : Indirect Taxes : Ta’, Tn

7% s indirect taxes less subsidies in agriculture
Tn ¢ indirect taxes less subsidies in non-agriculture.
Both variables are measured at 1960-61 prices
and expressed in crores of rupees.
Figures for total indirect taxes less subsidies (in two secto:s)
at current prices are first taken from Govt. of India (1971) for years,
1960-61 to 1965~66,2and from Govt. of Ilndia, (19644 ,for years prior to

1960-61. However, indirect taxes less subsidies are not available
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separately for two. sectors., In the irput-output table of Manne and
Rudra (1965), charges for trade, traﬁSport and indirect taxee in agricul-
ture accounts for 5.78 per cent of total such charges. We assume this
‘proportion to be valid for all the years umder study. Accordingly, we
corpute indirect taxes less subsidies separately for two sectors .._ agri-
culture and non-2griculture — at current prices.

To obtain these figures in real terms (i.e., in terms of prices
of respective sectors), we have deflatécl then by the implicit price
deflators of NIP in respective sectors. In this way, we obtain indirect
taxes less subsidies in two sectors in real terms — T and T" — which
are given in columns {10) and (15) of Table D.1.

B+8 : Private Consumptliqﬁs and ‘(I\Ietj Autononioﬁs

Demands : €2, ¢%, o, o°

Qa : {net) autonomous demand for zgricultural goods

Q" s (net) autonomous demand for non-agricultural good:
¢® . private consumption of agricultural good;

c® . private consumption of non-agricultural good;

A1l variocbles are measured at 1960-61 prices and

expressed in crores of rupees.

Q* =2 +A 84 - Fa; computed from column (11)~(13) and
shown in column (14) of Table 3.1
¢ =B+ G0+ GL + I F; computed from columns (16) ~( 20)

and shown in column (22) of Table B,1.
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¢ =y? +-;- bl U™ (Xa.n + Qa') ; computed from columns

(3), (4, (8)~(10) and-‘(14) and shown in column (23)

of Table B.1.

[9w]
]

™ . px® o u (Xna LA Qn )3 computed from
colurms (3), (5), (8), (9), (15), (21) and (22) and

shown in column (24) in Table 3.1.

3.9. Money, Rates of Interzst and Government

Securities s M, rs, 1'1t G8

M : unborrowed base money;

»® : short-term rate of interest:

rl : long-term rate of interest;
GS : stock of government securities :.:1d by the public and
other banks except the RBI;
if and G8 are expres'sed in crores of rupees while r° and
rl are given in percentages.
In Chapter 7 we have also used another variable — the stock
of money supply with the public. Let us denote it by Mg.
MS- : The definition of money adopted hore is the same a8 used by
EBI. Figures of stock of money(defined to be the sum of

currency and deposit mbney) with public have been derived

from the table entitled "Money Supply with the Public

(Revised Series)" in the Reserve Bank of India Bulletin.
These figures are given on & monthly basis for the period,

April 1950 to Merch 1963, in RBI (1364, pp.1238-42) and
figures for the subsequent period arc ta-keh from the
subsequent issues of the Bulletin.
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These figu;es refer to the stock of momey on a particular day,
€.8., at the end of a month or a year, whereas what we feqpire is figures
of avergge‘stock during the year. Such average stock is estimated by first
deriving the average figure for a month by taking zn aritimetic average of
the figures at the beginning (assumcd to be equal to that at the end of
the previous month) and at the end of the given month and then deriving
the yearly average by taking an aritlmetic average of these monthly
figures. Buch average figures of stock of money with public are given
in crores of rupees in column (27) of Table B.1.

M : unborrowed base money (= currency with the public + cash in
hands and balances with RBI of all scheduled banks — borrowings
of all scheduled banke-from EBI).

Figures of currency with public, cash in hands of all scheduled

banks and their balances with and borrowings from RBI are all taken from

HEBT §12642 and various issues of BBT Bulletins and Report on Currency

and Finance. For each of these series the average stock during a parti-
cular year has been calculated as the arithmetic average of 211 end of
week or end of month figures. The variable M, thus calculated, is
shown in column (26) of Table B.1.
GS ; The figures of goverrment debt considered here include debt
issueq by the Govt. of India and the various State Govern-

ment32( These figures are given in RBI's anmal publication

3/ Because of lack of relevant fimures for the wholo period, the debts
of the local authorities, such os port trusts, city corporations
and municipalities, are not ineluded,
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Report on CQurrency and Finance, under the heading "Debt Position

" of the Govt. of‘India" and "Debt Position of States", respectively.
These sources have been used here to derivé groés value of public
acbt. From this, we have deducted the Amouns of debt held by the
Central and State Goverrnments and by non-residents so as to derive
figures of the amount of the debt held by the non-government
sectoré£{ From the resulting figure goyéﬁnment debt held in the
Banking and Igsue Depaxrtments of the RBI are further deducted so
as to get figures of public debt held by the public and other
banks except RBI. The averaée figure for each year is then calcula-
ted by taking out the average of two consecutive end-yesr figures.
The resultent series is called GS and is shown in column (28) of
Table B,1

r”: Short-term rate of interest, measured by the rate given by the
najor scheduled banks on fixed deposits of six months' maturity.
In our empirical work we have used several short—terﬁ rates of
interest measured by rates on time deposits of thre; months',

six months' and twelve months' maturities, Figures of all these

rates have been derived from the table'ontitled, "Short-Term Money

Rates (Revised Series)", published in various issues of EBI Bulletin.
The nmethod used for compiling them are described in RBI (1963,

pp.646-54), The rates on fixed deposits of different maturities

- 4/ Pigures of debt held by non-resident ere taken from Prasad (1969, P 147)
for years upto 1955-56. In fact, the method of estimating GS is exactly

the same as in Prasad (1969, pp.145-46) except that we include also the
debt held by banks (other than RBI),
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are given for selected major scheduled barks (other than the
State Bank of India) in threc o hief banking céntres, namely,
Bonbay, C'alcutta and Madras. rS is estimated for a given year as
an arithmetic average of rates on six months'! depcsits at the
three centres in that year. This series is given in column (30)
of Table 3,1,
The figures of these rates from 1950;51 to 1960-61 are taken fromA
RBI (1963) and those for subsequent years, from subsequent issues of the
RBI Bulletin, |
rl : Long-term rate of interest, measured by the yearly av'erége vield
on 3 per gent conversion loan,1986 or later,of the Govt. of India

seourit‘ies; taken from various issuer of the RBI's anmal publica-

tion, "Heport on Currency and Finance'". This is shown in column

(29) of Table H.1.
One more variable used in the text is to be mentioned, namely,

the time trend.

t : Time trend with the year 1950-51 as 1; shown in column {25)

of Table :’3.10
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1965-66

Table B. 1
year PP _Pﬁ_ P S S T o
- (N (2) G X4 00) T )| (7). (8)
1950-51  0.894 0.87 0,997 5090 4035 9110 8169 - 137
1951-52 0,949 0,936 1.014 5207 4169 9449 8843 141
1952-53 0,821 0.783  1.049 5395 4338 9997 7826 146
1953-54 0.857 0.819 1.046 5841 4499 10609 8691 | 158
1954-55 0.778 0.789 0.986 5899 4677 10493 8279 159
1955-56  0.732 0.756 0,968 5902 5015 10728 8111 159
1956-57 0,850 0.839 * 1,013 6195 5329 11605 9737 167
1957-58  0.876 0.863 1,015 5889 5484 11461 9892 159
1958-59  0.927 0.884 1.049 6536 5738 12594 11134 176
195960 0.954 0,925 .~ 1.031 6433 6089 12721 11769 174
1960-61  1.000 1,000 1,000 6821 6545 13366 13366 184
1961-62  0.999 1.008  0.991 6851 6978 13797 13908 186
1962-63 1,016  1.042 0.975 6702 7453 13987 14575 181
1963-64 1,077 1.102  0.977 6894 8064 14799 16312 186
1964-65 1,265 1.179° 1.073 7517 8544 16610 19582 203
1,380 "1.251 1.103 6464 8709 15839 19815 175
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Table B.1 (contd.)

year ol L B :ASA PR S
£ Q9 G (1) (13) {4y (35) (16}
1950-51 1148 23' 266 262 64 60 37% 496
1951-52 1263 29 340 217 66 57 458 463
C1952-53 1338 28 209 234 35 60 412 412
1953-54 1355 28 139 221 43 125 449 491
1954-55 1371 39 126 241 -1 104 510 613
1955-56 1463 40 138 260 37 159 545 7
1956-57 1559 40 111 253 100  .242 614 1068
1957-58 1576 47 133 225 33 125 712 1124
1958-59 -1596 46 184 253 190 259 37 877‘
1959-60 1634 52 220 258 127 | 165 816 827
1960~61 1761 55 301 243% 78 | 20 892 937
1961-62 1853 62 214 | 256 31 T3 987 856
196263 1905 70 213 261 19 | 67 1134 1028
196364 1955 78 251 268 =27 ~10 1388 1095
1964-65 2084 75 320 282 89 51 1914 1156

1965~66 2134 86 313 276 ... 11 =26 1658 1014
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year B" Ge GI e . Y "
& (18 (19 (200 (en (22 (23 . (24)
1950-51 425 555 276 151 394 909 4042 4117
1951-52 351 562 306 146 338 902 4169 4527
1952-53 489 598 320 56 142 1051 4164 4815
1953-54 486 642 367 57 156 " 1061 4540 4990
1954-55 493 684 445 95 233 1104 4624 5043
1955;56 615 730 617 149 384 1394 4484 5037
1956-57 593" 798 679 22 653 1054 4599 5648
1957-58 658 904 928 52 216 1418 4392 6003
1958-59 539 968 692 39 . 239 1361 4895 6373
1959-60 604 1009 926 61 167 1773 4855 6476
1960...-61 541 1086 1021 134 485 1845 - 5279 6684
1961762 554 1170 1018 206 544 2092 5205 6979
196263 613 1389 1240 16é- 444 2380 4;;56 7439
1963-64 771 1765 1384 243 538 3068 5217 7570
1964-65 759 1806 1495 267 540 3171 5646 6380
1965-66 665 1941 1645 362 . 455... 3599 | 4601 8492
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year t i u° -GS £ r®

- e l22)  (26) (2 (29) (29) __(30)
1650~51 1 1366 1862 1827 3415 141
1951-52 2 1376 1881 1880 3.39 1,76
1952-53 3 1281 1754 2012 3.66 2,60
1253-54' 4 1300 1762 2101 3.64 2,60
1954-55 5 1354 1845 2282 3.67  2.65
1955-56 6 1486 2038 2477 3.74 2,69
1956-57 7 1583 2216 2601 3.99 3,09
1957-58 8 1679 2331 2774 4,18  3.65
1958-59 9 1775 2390 3101 4.13 3.66 -
195960 10 1911 2543 3532 4,05 3040
196061 11 2046 2718 3921 4.06 3.45
196162 12 2162 2837 4292 4.16 3,73
1962-63 13 2341 3087 4642 449 3.74
1963-64 14 2545 3457 5019 4466 3,75
1964~65 15 2748 3852 5475 4.80 4434
1965-66 16 2954 4218 6068 5446 4.57
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Table B.2

203

————

at 1960-61 vrices and in crores of rupees

1645 .

foﬁ MCF OSA 7T 1% G OS¥ o gr>” ¥
e (N (2] o t5) 4 & (e (M. . (8 (9)
1950-51 885 64 821 2157 276 - 276 64 138
1951-52 856 66 790 207 306 “ 306 61 124
1952;53 553 - 35 518 136 - 320 - 320 80 120
195354 623 43 580 152 367 - 367 95 158
1954-55 761 ~-11 Tl 203 442 3 445 108 135
1955-56 1187 37 1150 301 603 14 617 152 200
1956-57 1484 100 1384 . 219 648 31 679 567 245
1957-58 1229 . 35 119%6 189 819 109 928 137 254
1958~59 1160 190 970 153 686 6 692 114 197
1959-60 1281 127 1154 182 919 7 926 121 237
1960-61 1665 78 1640 259 944 80- 1021 125 26@
1961762 1624 31 1768 339 933 85 1018 133 286
1962-63 1794 18 1850 307 1071 169 1é4o 141 364
1963-64 2120  ~27 2165 394 1250 134 1384 151 386
1964f65 2286 89 , 2302 428 1390 105. 1495 : 161 426
1965-66 2442 11 2462 - 539 1500 145 177

443



http://www.cvisiontech.com

214

Table B.2 (contd,)

R T e

WPIRTI IS S R

, exports irports
total  egricul- non-agri- total agricul- non~8gri-
tural cul tural tural cul tural

s A 8004 gogd __ . _geod Jgeod .
g (S10) A ST (12) (13). .14 (15)_.
1950-51 740 233 507 710 239 471
'1951;52 850 236 614 1040 438 602
1952-53 710 201 509 700 230 470
1953-54 640 197 443 650 154 496
1954-55 700 251 449 750 125 625
1955-56 760 237 523 840 137 703
1956-57 770 248 522 1170 113 1057
1957-58 800 - 214 586 1300 142 1158
1958-59 720 240 480 1100 197 903
195960 780 248 532 1010 224 786
1960-61 784 243 541 1238 301 937
1961-62 802 ' 248 554, 1102 2l 850
1962-63 835 253 582 1214 207 1007
196364 - 985 260 725 1365 248 1117
1964-65 . 1015 271 744 1526 358 1168

196566 954 276 678 1449 354 1095
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Table B.2 (contd.)

b,aée 1960—61 = 1,00

| | -P-ea - i  pen . Pfa | ig;zf‘n - Pfr 5 |
o ; (16} e LT (18) T ) L
1950-51- .89 1,20 '““6.90 0.95 1.19 0.653
1951-52 1,09 1.75 1429 1430 1. 94 0,719
1952;53 0486 1.04 10 1.14 1.30 0..76%
1953;54 0.89 04 91 1o 11 1401 1.25 0,774
195455 1.04 0,91 0.99 1,02 1424 . 0.780
1955~56 0091 0.85 0.99 0.98 .21 0. 832
4956;57 0.98 0,88 - 1.02 -  0.99 1,25 0. 887
1957;58 0.95 0489 1,07 1.03 111 0.893
1958-59 0.95 0.89 1.07 1,03 1611 0.907
195960 0.96 O 88  1.02 0.95 104 0.929
1960-61 . 1,00 1400 1,00 1.00 1.00 1,000
1961-62 0497 1.00 0.99 1604 1404 1.052
1962-6% 0.97 0.95 0.97 0.98 1.03 1.082
1963-64 0.97 Q.94 0499 1,02 107 1,110
'1964;65 0.96 0. 98 1,12 1,01 1422 1.184

196566 1.40 =0 1,13 1,08 T35 « 22
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