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1. IxTRODUCTION

In the National Samplo Survey which is being conibucted by the Indian Statis-
tical Institute, the conutry is first divided into a number of strata the abject being to
get extimates for a very largo number of characteristics of each stratum.  Fach stralum
is divided into a largo number of primary units out of which a small number of unita
are randomly selected and tho whole sampling enguiry is then loealized in those relected
primary unita. From the estimated charucteristies of the sclected primary unitswe have
to build up un over-all cstimate for the whele stentum and also to give an estimate of the
crror of our ecstimate. Tho problems considered liere are ¢uite general and the
solutions are independent of the sampling technique used in the primary units.
As n matter of fact, any sampling lechnique that is ecapable of yielding unbiassed
estimates for the primary units mny be wsed, tho only eondition being that the mode
and sizo of the sample for each primary unit must be given in advance.  Wo consider
tho following threo situations whero

(A) the primary units are chosen with replacement and with different probabi-
lities. If a particular unit appears r times then we get r independent
estimates for that unit;

(B) the primary units are chosen without replacement and with equal proba-
bilitics:

{C) the primary units are chosen ag in () but if a particular wnit appears
r times wo put tho samo cstimate r times.

The method of approach used liere is very simple. The unbinssed estimators

given in Deming's book entitled Some Theory of Sampling for situations (A) amd (B)
are very easily deduced and it is incidentally shown that those are indeed the best esti-
mators within a clnss of estimators, Unbiassed estimators undersituation (C) were ob-
tained by 8. Raja Rno of the Indian Statistical Institute simultancously with the anthor.
The optimum character of these estimators also is demonstrated here,  We also consi-
der the problem of choosing the probabilitics of selection in {A) and {C} an get tho opti-
mum theoretical solutions which ean be approximated to in actual practico.

2. Tue MATUEMATICAL SET-UP

Let uy, 4y, ..., ttyr bo tho I primary units and let 0t bo some characteristio of
u) in which we aro inlerested.  We can estimato §; by taking a samplo of xome type
and size from v, We nssume that the modo and size of the saniplo that we aro allowed

1 Througlout thi tiseursdon § rune through the valuea 1, 2,. ., M ainl § raax through the valuen
Le, .

J03



Vor. 13] SANKHYA : THE INDIAN JOURNAL OF STATISTICS [ Paur 4

to take from cach #, is determined at the outset. Thus with cach w, is associated a
chance variable f; which is tho best (in some sense) unbiassed estimator of §; and another
chanco variablo & which is tho best unbiassed estimator of oy* = V{1)).

Our problem is to cstimato the lincar function
0 = a,0,+a,0,+...+ax Oy

and also tho variance of our estimator by sclecting at random m of the M primary units
and then getting observations on tho corresponding ¢'s and g%s, Without any loss of
generulity we can assume that @, =g, = ... =ay =1 for we can always write
0; for a;0;.

3. SAMPLING WITH REPLACEMENT
Tho m primary sample units ¥,°, 1,°,...,%,.* are chosen with replacement from
tho 3 primary units wy, ..., uy with probabilities m, ,, ..., my( Zm; = 1). The ith
sample unit #;® can be any ono of the u's. The corresponding observations on f; and
#* after being multiplied by m,~1 aro denoted by £,* and 4;%%,

Thus (AR Sl A Ao/ AR L

e (31)
and 82 =p,"183, et ormytayt
with probabilities my, my, ..., 7y respectively.
Clearly E)=Zn(En )=X0,=0 . (3.2)
and E (8% = Zot, e (3.3)

Also V(t#) = E (*)—0% = En L E()—0% = En (040 p)~0% ... (3.4)
Since £,%,4,%, ..., 14* aro independently and identically distributed chance variables
it follows (Basu, 1952) that the best unbinssed linear estimator of the common mean
0is
1
A e AL S * . (3.5
¥ m(h + o WYY (3.5)

and the best unbiassed quadratic estimator of the common variance (3.4) is

oy — 1 o_Joya e (3.6
o0) = —— T -1 (3.6)
and therefore the best unbiassed quadratio estimator of V(I®) = ;l'V(l“) is

71_'; 8(e). e (37)

The estimators (3.6) and (3.7) aro best not only when we tako square of tho error as our
loss function but with any arbitrary convox loss function.
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Now the variance of [*, tho best estimator of 0, will be minimum if (3.4) is mini-

nm.
But L, (0 o) = T VO Fo P E(m

> (S(”l—l\/oj’+”["").):‘ = (E\fo?+¢7;')’
for all my,m,, ..., 7y, whero tho sign of equality can hold if and only if

np = A iVOETrop
ie. if m=AVOoitot e (3.8)
Now if ¢, be small compared with 0, which we can assume to bo so if the sampling
proportions for eack of the primary units u; Le fairly large, then in order to make the
varianco of I* small wo should clicose the probabilities 7;'s to bo nearly proportional to
the unknown constanta Oys. For instance, if 0; bo the total agricultural income in the
J-th district «; then perhaps we can choose 7, proportional to the total arca of the land
under cultivation in w; (if information on this is available) or to the total agricultural
population of u; or some other like characteristic on which we have past information.

4. SAMPLINO WITBOUT REPLACEMENT

Tho deduction in the earlicr section was very much simplified because the m
primary units were chosen with replacement which made the £,*'s identically distributed
and independent of one another. Here wo consider tho caso of without replacement
but in the particular situation where

M=my= .= ny= 1/, . (41)
We get the sct of chance variables £,%, ..., 1,* and 8,*3, ..., 8,%? a8 in (3.1); (hero the
ny's aro all equal to 1/3f) but clearly now they are not independent of one another,
Let Foty, To oo Tod = P1y® €74y 0, 15° < 1) e (4.2)
bo the distribution function of the chanco vector {1,®, ..., 1,*) and let Fi(r) bo the da.f.
of t;.  The probability that ,°, ¢;°, ..., u,® aro the samo as Uy, Uy ey Uy i8 equal to

m![M1 and is thesamo foralldistinct scts jy, 7y, ..., jn Of integers from the set 1,2, ..., (.
And in this situation the r.h.s. of (4.2) ia cqual to

PO, & 1y My, & Ty, MU K 7R
™ Y, T
= £ (5) £l - £
ml T 7,
r-(,,, . ...,1_) =l r,,(jl-} e Fpy (.J.l)
whero tho summation is to bo taken over all sets of distinet integers {jy. 5, ..., j.) from

the set 1, 2,..., M. Clearly, thereforo, F* is o symmetrio function of 7, 7y, ..., 7,
Similarly tho joint d.I. of 2,*3, 8,*?, ..., 8,*! is & symmictrio function. Ilence it follows
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(Basu, 1932) that, whenever we are working with convex loss functions, for any func-
tion of the ¢,%'s and 4,°%s to bo an admis<ible estimator it in necessary that the estina-
tor be symmetric in the £,*'s ns well as in the °¥s.  Corresponding to any unbinssed
non-symmetrio estimator there always exists nn unbiassed symmetrio estimator with
a uniformly smaller risk function,

It at once follows that the best unbiassed linear estimator of 0 is
L T e (4.3)
”m
Now, because of symmetry of £ we have

m-—1

Hl')=:. l’u,')i-_m_ Covit,®, 1,%). e (1.9)

The conditional expectation of 1,%1,* when u,® is u; and v,® is uy is 2 0,0, (G#i')

o
s B =y 0,0,

and hence Cov(ty®, 1,*) = "-IJLI— £0,0,—0t, e (4.5)

From (4.4), (1.5) and (3.4) we have

1 -7 M
ran = g [ Mz ey —o ]2 2

M—m M—m o
I Z”"" '7'—(-‘131)2()'”"+;FZ”"~ e (1.6

We have to sct up an unbiansd estimator for (4.6).  In the clasa of all unbinssed esti-
mators of the form

o, 0,'—0']

T = xaf*'+ S bot? 1ot o0t

the best estimator must Lo (becauso of symmetry) of the furm
To = aXt**4 X 1°.*+cXer2

It is clear that to T, we cannot add terms liko dX6,% or ¢X1,® 4%, cte., fur then we cannot
hope to make Ty unbinssed unlexs the multiplying constants d, e, ete. be zeros.  Thus
although to T wo can add termn like XA ,0,°, where because of unbiassedness we put

XA, = 0, the correxponding symmetrio function must lack the term Xr°.
R .
Now E(Ty) = amME(02+o,2)+bmim—1) )l% 0,0+ cmEo 3. e (L.7)
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From (4.6) and (4.7) wo havo at onco

1 1
= (ﬁ.‘;u)"“"‘“::z:'t"
whero #%1®) is given by (3.6).

6. UNEQUAL PRODABILITIES

In this scction we consider the procedure (sometimes employed in practice) whero
the primary sample units #,*'s are chosen with replacement and with varying probabi-
lities my, my, ..., wy but whero only one observation is taken on a particular ) irrespec-
tive of whether u, comes in the sample u,*, ..., 1,.* once or more than once. The differ-
ence between this | duro and that idered in scction 3 is only this that in the
carlier procedure if a particular primary unit #, wero appearing in the sample r times
then we were taking r independent observations on the corresponding chanco variable
#; whereas we now tako one obscrvation only and repeat the same r times,

Ag in section 3 wo get the m chance variables 1,°, ..., 1,*. Now the /,*’s aro
clearly not independent of one another although their marginal distributions aro tho
samo as in section 3.  Tho joint distribution of the ¢;*'s is easily scen to be a symmetric
one, All the above statements also hold for tho set of variables #,°2, ..., 5,*%,  Henco
it follows that tho best unbinssed lincar estimator for @ is still the sample meanT®, Let
us now compute the varianco of 7®

V(o) = Bq—0t = L By 2= g0 —0n e {51)
m m
As in (3.4) E(1,*Y) = En, 740 o). . (5.2)

Now the conditional expectation of #,°,,® in the situation where 1,* and u,® Loth
happen to bo tho same unit «; (the probability for which is clearly m?) is

E(* 4 |0,® = uy® = u)) = E(my ) = 740 +0}).
Similarly  E(t,*1,°|1,* = uy, uy® = wpr.) = E(my~ My mp~y) = (mmp) 0,00 (§ % §').
E(* %) = (02 + oY) +I):_ 0,0y = 0'+at v (8.3)
13
whero 0 = Z0; and o? = Zo
From (5.1), (5.2) and (5.3) it follows that
Vi = 1 STt ey —,17.0*+’"T_'a- - (54)
. =1
- l; ] (l,’)+"'T o
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As in (3.8) wo have that V(1) is minimum if 7, be chosen proportional to \/_(/l‘ +op
(j=1,2,...,M) and that tho minimum value is

min, ¥+ = L(z\ G577 )~ Lo 4 Mot o

= _’l;l[(z \/W’)’-—oi—qﬁ ]+0'

> o?

becauso (EVOFtopr = Z0p+o )+ EVOEtojt \/0,-’+.a',"
> E08+Zop+200,
= 0*4-ot,

Thus wo find that V(T*) is always greater than ¢ and that we can bring it arbitrarily
near to o? by taking = sufficicntly large. Here 7% is not a consistent estimator. The
sampling proportions for cach of the I primary unita u,, u,, ..., uy should be set at
such high values that 0? = Zo;? is relatively small and then the question of deciding
upon a suitable value for m should be considered. All the above remarks also hold
for tho sampling procedure considered in section 4 whero by the very nature of the
schemo m cannot be greater than 3/,

Consider now the problem of estimating V(*). In the class of quadratic esti-
mators wo must (for the sake of symmetry) confine oursclves to the class

To = aEI"’+bE“l‘°I"'+c‘:s"’.
From (5.2), (5.3) and (3.3) we have
E(Tg) = am En; (02 +0,) 4 bm(in—1)02+{bm(m—1)+cm)o®. -~ (5.5)
From (5.4) and (5.5) wo have

1
m(m—1)

:
Ty T

o+ LS

|

and ¢=

b= —

a
N
s
W

| e

80 that To

I

3= 3

where s%(¢*) is defined as in (3.6).
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