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This armicle deals with the problem of scheduling jobs with random processing times on
single machine in order to minmmize the cxpecied vananee of jub completion times. Sufh-
cient conditions for the existence of V-shaped optimal sequences are derived separately for
generial and ordered job processing times. I is shown that when cocflicient of vanaton of
random processing limes are hounded by a certain value, an optimal sequence 15 V-shaped,
o [9ET Jahn Wikey & Sons. Ine.

1. INTRODUCTION

The problem of scheduling # jobs on a single machine in order to minimize the vananes
of job completion times has been increasingly attracting several researchers since the early
197k, The problem hnds application in compuler Rle organizations, cspecially in on-ling
systems where it is desirable to provide uniform response time to the users and is also
consistent with the curment emphasis on Just-in-time production philosophy, Early results
o this problem can be found in Merten and Muller [ 5], Schrage [6], Eilon and Chowd-
hury [3] etc. Until now, no efficient method ( with polynomial complexity ) is available Lo
solve the problem involving job processing times s (/= 1. 2... . . n)which are fixed and
knewn. In fact, Kubiak [ 4] has shown this problem to he NP-hard { also see Cai and Cheng
[17}. In real life, the processing times are sometimes random (stochastic).

The stochastic version of the problem has been studicd by Chakravarthy [2] and Vam
and Raghavachari [ 7]. Chakravarthy [2] has shown that if all the P,’s have either same
Mearns Or Same varnances, an optimal sequence belongs to the set of V-shaped sequences.
Alsoy, he has established that any optimnal sequence is V-shaped when the Ps follow expo-
nential distributions. Vani and Raghavachar [7] have dealt with a more general case as-
suming that foreach P, the second { raw } moment can be expressed as a quadratic function
oof the first moment { mean ). They have derived, under some assumptions. sufficient con-
ditions for the existence of an optimal sequence which is ¥-shaped in mean,

[n view of the difficulty of finding an optimal sequence, research has been directed 1o~
wards the nature of optimal sequences. Existence of an optimal sequence in the se1 of all
V-shaped sequences, restricts the search 1o only 27! sequences.

Section 2 of this article contains the basic notations and preliminary results. In Section
3. we derive g sufficient condition for existence af a V-shaped optimal sequence for arhi-
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trary job processing times. Section 4 contains some resulls for a quadratic relation between
mean and variance of processing times. Here, we simplify and improve upon a result of
Vani and Raghavachan [7]. In Section 5, a realistic ordering assumplion is made on pro-
cessing times and some results concerning the form of optimal sequence are derived. A
relaxed version of the sufficient condition of Section 3 15 also piven,

2. NOTATION AND PRELIMINARY RESULTS

The processing time F, ol job §, | = < &, is assumed to be random with mean y, and
variance ¢}. Let us assume, without loss of generality, ) = gz = --- = p,and, a; = o)
whenevet w; = wand £ < j. All the P7s are assumed 1o be independent. For a scquence = =
{71y ... %), let Cf» ) and Eir }denote the completion time of the job in the jth position
in the sequence = and its expected value respectively forj = 1, 2, ..., », und C{x) and
E(r ) denote their averages respectively. Also let #°{=) denoe the variance of the comple-
tion times and £[ V{7 )] its expectation for the sequence = Then we have

V(x) =+ 3 [Glm) - G,

il

The problem under consideration is to ind a sequence =* that minimizes E[V{x )] over
all .

A sequence & = (&, w2,. .., 7, ) issaid 10 be V-shaped in mean if there exists a position
r, | =r=<n, such that

Hr 2“:22 e 3#-,_,?ﬂr,5llf”,5 """—ﬁ-:uu':l'ﬂ-

Now we shall present some preliminary results which are required tater to derive an
optimal sequence and 1o find the form of optimal sequence.

LEMMA, | (Vani and Raghavachan [7]): For a sequence # = {m;. 72, ..., 7). the
expected variance of completion times under x 18 given by,

V()] =1 3 [E(x) - B+ 3 CE I D (1)

=1 =1 "

where Eyim) = Z7. g and E(x) = (1/m) E7 Efr) = (L/m) X0 (n—r+ 1, .

[t can be seen that the expression E[V(x])] is independent of the parameters of first job
@, int the sequence, but depends on the other jobs through their first two moments only.
MNote that the first termn on the night-hand-side of { | ) is the variance of expected job com-
pletion times. Let us denote this term by S(x).

REMARK 1: I is clear from { | ) that the special case #7 = 63 — - -+ = g2 becomes the
deterministic version of the problem, and hence the stochastic problem under consider-
ation is also NP-hard.

LEMMA 2: Letr = {(x, 72, 73, ..., @ W) and let a” = {7, 7, 7, 1, ..., 72, 72).
Then E[V{x)] = E[V({=™)].
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This lemma has been proved independently by Chakravarthy {2] and Vani and Ragha-
vachan [7]. Note that this is a gencralization of the result of Merten and Muller [ 5] for
deterministic case. The lemma proves the existence of at least two optimal sequences,

LEMMA 3 {Chakravarthy [2]): Il o] = max,.,.,. #;. then there exists an optimal sc-
quernce of the form {1, - ).

It can be proved directly from Lemma | by observing that for any given sequence =,

{i} each P, has nonnegative contnbution to & x 3] through its mean (y, Jand
variance (a7},
(Y ELF{w 3]s independent of the paramcters of the first job in 7.

The lllowing lemma evaluates the change in the expected variance due Lo interchange
of two jobs in a sequence.

LEMMA 4 Letr={x,,..., 7,1 beanysequence. Let «' be a sequence obtained from «
by interchanging the two jobs r, and x,, {4 < ¢} onlv, Then
11

ALEVEEY] = E[Via)]) = 2(pe, —pex )} = L Ed®)— El7)]

+u—.v}{n—.-4 x)

2n

‘Iu!, — M, }]

- sHn-t 5+2)
I

PROOE Let = nl E{F(s")] - E[F{=)]}. Using Lemma |, we can write

D=n&z)- S+ T La~ “{:_H ”{a;‘,;— a) (3)

r=1

where S{# ) .S{ 7 }1is the vanance of expected joby completion times tor the seguence = r ).
We have

folw) = f0x) forr=1H, .. .. (o ok 1y o S M {4}
and Elxy=E(m)+ (g, — the,) forr s.5+1,....0—1 {5)

and therelore
Fr)y = Fm) + 72 (= ) (6)

MNow, we can wrile
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=1 5 £
n[S{r"Y = S(x)] = T [ENx') — EX(m)) — n[E*{«) - E*(7)]

F=5

[ |
e {-u'.' 5 "'[";.} Z [2}'.‘,{]‘[_} I_{"'I"'r_ F“':}]

Fag

(= 5, = e 2ECR) T e, — i)
{using the equations (43, {5), and {6)).

By simplifying the above terms of right-hand-side, it can be seen that [ S{ =) — S{=x )]s
same as the first term on right-hand-side of (2). Because ¢;° = o2 forall rexcept r=sand ¢,
it can be easily verified that the second term on night-hand-side of ( 3} 1s same as that of (2).

Hence the lermma holds. [ |

3. V-SHAPED PROPERTY OF OPTIMAL SEQUENCES

In this section, we derive sutficient conditions for the V shaped property under a general
assumption on job processing times. that is. they can have any arbitrary means and vari-
HNCUS,

Let

2 g2
A= max{ﬂu max w} ; (7}
FI*P.I #'; 1 p‘_f

THEOREM 1: If for any three jobs r, s and ¢ with u, = max{ g., y }, the condition
Qu,+(n— Ip, + )= 2(n—2)A {&)
holds, any optimal sequence T ={x,, ..., 7,) satisfies

i) V-shaped property in mean, and
i) ifg,, =p,, thenol = a; (ol =a;, Jorisnf2(i=n/2+1}).

PROOF: Suppose the condition (8) holds lor any three jobs r, 5, and i Lel s = {7y, . ...
.} be an optimal sequence which is not V-shaped in mean. Then. there exist three suc-
cessive jobs x;, m.\, 7o such that g, > max{u, , u,,}. Let 7' (x'*'} be a sequence
obtained from « by interchanging the two jobs =, and .- (=, ., and 7,.:).

Let D' = gl E[V (=" — E[F(x)]} and D' = nl E[V{x")] — E[V{x)]}. The
values of I ''and 1Y *!are nonnegative since « is optimal. By Lemma 4, we have

‘ _ n- 1 n—2i+1) .
I_]“I = 2{'”_‘_“_' 5 ﬂ,,r}[f&r‘{f} = f‘_’a{_ﬂ_} + _i';;_{,"r,” o .u'r_.} L_”__F HE'H-I = a;’r']
4 = n— |
and D"r=2{j‘!'|‘42_ﬂ--n,“]leﬂ]{,ﬁ}_E{Tr:]_" In ':#'.ul_'uxﬂ'll}

(n—2i-1), , 1
- f{-ﬂ'ﬁl e
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Let
Q= D B e W BTN s il N (9)
Then, we can writc

n—2i
2n

1 . - .
HTIE. T T e B, oW T i VR R T

m
Q=u,,

2H
n—2i+1 1
I 2

== ol  —aiMlp,, —p )}

L. 200 = 2., H iR Diig, F e b= (0 =20 1wl ol Mg,  #a, )]
+iin- 214 Vel ~ el W e, — 0 )}
220, o — I Mu, ta,, - (n—3)Aa—(n-1)a
{sincel =f=n-2)

= 2pp, F 0 Dy, iy, = 2= 2)A,
Using inequality { 8, we can see that ) > 0, that is.
. gk o A O, |5 L Bl R T Y

since D'"' = 0, [t means D' < 0 which leads to the contradiction that = is not optimal.
Therefore the optimal sequence r is V-shaped.

Next. it can be seen from second term on the right-hand-side of { 1) that any optimal
segquence r must have the praperty ().

Hence the theorem holds. [ |

REMARK 2: From the abave result, it can be seen that if the vanances are homageneous
or small when compared 1o the means, then optimal sequence is more likely to be ¥-shaped
in mean. However, if variances are very large in relation 1o means, optimal sequence tends
iu be ¥-shaped in variance (by Lemma 1),

The following resulf shows that when the coefficient of vanation of each processing time
does noi exceed a limit determined by the means of processing times, any optimal sequence
is V-shaped.

THEOQREM 2: An optimal sequence is V-shaped in mean, if

0,1, € (0, Vi d [y + pt2) + vt | ] {1}

for all jwhere ¥ ' = min, ., e~ el

PROOF: Let ¢ = max, a,/pand a5 = ¢'ul - ¢, ¢, =0fori=1.2....,n Foranyiandj
with u. # u,, we have
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¥ 2 2
ai—af Al —ui)tleg—u)
i Ty T M

£ —t-r|

ECJ{“J +.“;] + g — gt
¥ f

< ¢, + uz) + ¥ max g

l=k=n

= ctpy + a2} + v ui.
Thus
A=o(py 4 p) bt ypil =g,

dug ta (10).
Forany r, sand ¢, we have

i, i — DM, + )= 200, = 2{n — 2YA

MNow the result Follows from Theorem 1. [ ]

4. QUADRATIC RELATION BETWEEN g AND %

Vani and Raghavachan [7] have considered a special case based on a quadratic relation
between mean and variance of each processing time. They have assumed that g; = Ap:f +
Byu;, 1 = j = nfor fixed nonnegative values of 4 and B, where g, is the second { raw ) moment
af #;, and observed that quite a few standard probability distributions have this property.
For exampie, the distributions (/) Uniform { with interval starting from zero }, (i) Gamma
{ with fixed shape parameter), { #7) Chi-square, { iv) Poissen and (v) Binomial (with 4 = (»
— 1})/#x and B = 1) satisfy this property. They have proved that optimal sequence is V-
shaped in mean if

A+ 1) =204 1)i—2

i 2n

=0, f=12,....,n-12 (11

2+ A 1Yo A

7= 2 —
3 =0, T S P | | (2

@

In order to know that there exisis an optimal sequence which is V-shaped in mean, we
need to verily 2r — 4 constraints.

We simplify this result and show that these constraints are gither redundant or can be
weakened depending upon the value of the parameter A,

THEOREM 3

i) Forl =4 = 2and B =0, optimal sequence is V-shaped in mean.
ii}) For A= 2and B = 0, optimal sequence is V-shaped in mean when n < 5{4 —
34— 20.
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PROOF: Suppose there is an optimal sequence = = (.. . . . 7} that is not V-shaped in
mean. Then there exists three successive jobs in v, say, .. r, . and =, ; such that u, | =
mﬂ;’.‘: nu:lr..l “r,..} E 2

We show that by imterchanging =, with gither of the other two jobs vields a better
sequence than «.

We use the same arguments as in the proof of Theorem 1. Here we can wrile

A A 1 241
Q = ﬁ"u'l + ;;'“"HI + it [y g +';; b ﬁ‘l’“f. + (_ + )

B
n In Ha, .. + er M, o + ;

where o, and &, are givenin{11}and(12}.
Since g, > Max { i, fe,, | WE CHN WEILE

(. 24 -1 B B
¢ (éf ! -.?_ﬂ )F'-' g (ﬂ‘f,.. ¥ n )p"fu +;_ ﬁ'*'u’-' +al) 1Hrg + :

where §¥=§, + 1/2nand o® | = a,, + (24 = 1}/ 2, [Lisobvious that 6¥ = &} | fori =
2. .., A — 2, We obsarve that

‘P---T—‘E-T—ﬁ{/i{n-- 1y + 1]

* "
Mg = - =g = 8

forl=4 = 1and

|
b -zdl, = (2= A+ St4-1)]

*
AR TR T

ford=1.
It imphies that Q= 0 for 0 = A4 = 2, Moreover, @ = 0 for 4 = 2 provided »n < 5{4 — 1)/
{4 — 2}. Hence the theorem holds. [ ]

5. ORDERED PROCESSING TIMES

In real-life situations, job processing time having larger mean is generally expected 1o
hawve larger variance also. For this reason, we now assume Lhat

-
i

P = G T for any rand ¥ {13

The processing limes are said 1o be ordered if the condition { 13 ) is satished,
There may not ¢xisl 2 V-shaped optimal sequence even if the processing times are or-
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dered. For instance, consider the following numerical example of nine-job problem with
ordered processing timnes.

Jab | i 2 F 4 5 6 7 - .
m 200 200 7 & 5 4 2 2 |
o 50 50 42 41 40) 36 35 3 2

The best among V-shaped sequencesis (1, 3,4, 5, 8,9, 7, 6, 2) which gives 60209136 as

expected CTV ( vadance of completion times ). However, the sequence (1.3, 4,5, 8,9.6, 7,
2 }1s the best among all 9! sequences but not ¥-shaped. It gives 6017.4568 as the mimmmum
expected CTY.

THEOREM 4: There exisis an optimal sequence of the form (1,.. ., 2).

PROOF: It can be seen from Lemma 3 that there exists an optimal sequence of the form

(1, ---). Suppose = {x,, T2, ..., ¥,) is an optimal sequence with m, = }. Let «, # 2.
Thenw, = Zforsome 2 =k =n- |,
For &£ = 2. we can see by Lemma 2 that the sequence {7y, ®a. Tn_yv. . ., T3, 2 1S Optimal.

Leti=k=n—1.

Suppose y; > max | u,,, g, }. Obtain #*" {7 '*") from = by interchanging only two jobs
wyand m (mand 7). Let DU = gl E[V(='')]  E[V(x)]}and P = n{ E[V (=]
— E[V{=x)]}. Then by Lemma 4, we have

D':“:z'[ilz_#x;:'x_w{“i_ ﬂ'i;]

{(k—2Wn—k) 3 2
H

(o3 — o5}

D™ =2(u, — )Y -

where
155 i L _
X= 3 ko - B+ BRI ZRE D
r—1 _ —k
r=3 [E(m - Bl B2 - )

Fak

Since, u; > max{ g,,. p. |, wehaveoi> max{al, oo, }. Wealsohave D'V = 0, D' =
0 as  is optimal. [t now followsthat Y <0 < X.
ITE(r)= E.(r). then

k=1 _ G
X<o'S g 4 KDk 2)
2n

ym3

n—Kk+2 n—k+2
=“C-2][{T— 1];.1;1 s, | =0

(p2— )
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which contradicts X = 0. Similarly, if B{z) = E,._,{ =}, we armive al a contradiction that ¥
=0,

Therefore £; () < E(x) < Ei{x). Let Eix} = F,(w) — ¢, for some ¢ = 0, Now, we
hawve

, k ey, _Ark=2
¥ }{ﬂ_k}[f_ﬂ#:] and X "-{l‘f—a][f 3 _u;_].

Then, V= 0— = (&/20)e; — X = O which is a contradiction.

Therefore, ifrisoptimal withm, = 2and 3 =& = n — | then uz #F max {pa., ., ).

Suppose g, = gy, . [fj0bs 7. and 7, are interchanged, the value of first term on the night-
hand-side in { 1 } remains same whereas the second term does not increase. That is, inter-
chanpe of jobs 72 and =, does not increase capected vanance. Now it follows from Lemma

Ahat (. Ty T e o e Tis. T2, T 1. .. . T3, 2 }i5 a1 least as good as «.
Similarly, if pa, = g, . we can show that (m, 7o ... T 1o Toe Mhatnenas Fyqa 2015 41
least as pood as . Heneg the theorem holds. [ ]

The lollowing theorem restricts the position of job # in any optimal sequence.

THEOQREM 5: Let « = (. .., =, } be any optimal sequence with (=, 7,0 = { [, 2).
Thenp,. = p,, = u,, forn= 5.

PROOF: Suppose ., = p.,,. Consider the sequence o obtained lrom = by interchanging
the jobs ry and r,, By Lemma 4, we have

; = |
RIE[V(x)] ~ ELV(x))} = 2u., — i) EJ{ﬂ'J—L{TrJ"'%{#“—#nJ

_ﬂﬂ—s_}(g; ‘75]}- [14)

I

Meote that

- -1
Eofm)— E(x)+ n?{u.‘ = Hay)

I —5 i
=H[{F.:_#z}_[nj !#.,,"‘.ur.]"l'Zl‘n—r+1}'#w,”{ﬂ-

Now, from ( 14} 1t is obvious that E[F (=Y} < E[F{x)], that is, =" i5 better than = which
contradicts the optimality of w. Hence g, = o,
We can argue similarly that g, = u,,. [ |

COROLLARY |: There exists an optimal sequence ol the form (1, .., 2)with job nin
one of the positions 4, 5, .. _, w1
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COROLLARY 2: If r = {w, ..., w,) 15 an optimal sequence with {x;, w2} = {1, 2},
thenu, =p,  =w, forn=>35.
This follows from Theorem 3 and Lemma 2.

COROLLARY 3: For s = 5, the sequence (1, 3, 4, 5. 2 )1 optimal.
This can be proved following the arguments given in Theorem 4 and using Lemma 2.

LEMMA 5: In any optimal sequence w = {7, ..., %), ft,, = Max { g, ,, Y., | fork=
Lwf2) 1 1 when niscvenand fork =[n/2 ]+ 1l and w2 |+ 2 when # is odd.
The proof is given in Appendix.

COROLLARY 4: Forn = 6 and 7. there exists a V-shaped (in mean) optimal sequence
of the form {1, ... 2).

PROOF: If 1 = 6, it follows tnvially from Theorem 5 that any optimal sequence of the
form (1, ..., 2)1s ¥V-shaped in mean. For m = 7, one can easily venfy that any optimal
sequence of the form (1., .. 2}is V-shaped in mean due 10 Theorem 5 and Lemma 5.

REMARK 3: Further, it can be scen from the proof of the result of Yani and Raghava-
chari [7] concerning the position of the third largest job {(for deterministic case) and
Lemma 5 that for # = & and 7, there exists a V-shaped { in mean ) optimal sequence of the
form{1,3.....2].

We now derive a sufficient condition for V-shapedness of optimal sequence for ordered
processing times,

THEOREM 6: If for any three jobs r, sand ¢ with g, > max{ u,, g, ),

2 H{n—INp, +p)>in—5)A (15)
where A is as defined in (7)), there exists an optimal sequence = = (=, ..., 7} which
satishies

itm =1,

£} V-shaped property in mean, and
i) g, = p,, thenel =gl (ol =al Nloriz=a/2{izn/2+1).

PROOCF: Since the processing times are ordered, (/) follows directly from Lemma 3. {if}
and ( {#i} can be proved using the same arguments as in the proof of Theorem 1. ]

MNote that the condition ( 15)is weaker than the condition (8).

6. DISCUSSION

We have dealt with the problem of sequencing jobs having random processing times on
a single machine o minimize cxpected vanance of job completion times.

We have derived sufficient conditions for V-shaped property of optimal sequences for
general random processing times with known means and vanances. Theorem 2 enables 10



Prasad and Manna: Stochasue Scheduling 107

confine our secarch lor oprimal sequence to V-shaped sequences only when the cocfficient
ol variation of each job processing lime is bounded by a specified value. It happens in most
of the real-life situations sinee standand deviation is very small when compared to the
mean. We have made another realistic assumption that the job processing times are or-
dered. that is, if g, = g, for some § and §, then o > . A numerical example has been
provided to show that even under this assumption, there may not exist a ¥-shaped optimal
sequence, Howewer, simple sufficient conditions have been derived for the existence of V-
shaped optimal sequence. We have also shown that V-shaped optimal sequences exist for
7 == 7 if the processing times are ordered.

APFENDIX

PROOFOF LEMMA 5: Suppose p,, = mds | i, fix,, |- Obtain s T2 ' fram = hy inteechanging the johs
w.  and m, (=, and =, ). We shall show that ="' is better than .
Let 2 -y E[E a0 = E[Vig)] 10 = 1, 2. From Lemma 4. we have

: R o2k+ i, 4
o Eﬂn,,—u.,_,}X———” ien, g )
1 . 1
P = Upe,, 1w, )Y - ————(ag, | — o]

H

where

; - -1
A K ie) E(IHH—._.H—W., o, )

b E¥Y

2 2 = 0=l
Y=Fix) .':l:ir'r+T“' fu,,, —wu., b

Ivis obvious that ¥ = X

Notethat for & = nf2 11 landin/2 00 Twithaddmnand & =22 - | witheven n, we haven 260+ 1 =)
=w X+ 3 Since = is oprimal. we have D' = Dothatis. 2a,,,, ee )Y = Dwhichimplies F =0 As V= ¥l
ey Tusbbonaes 1huas
n-t3 o, .

i brl, Tt

,l'jl':“ o 3“‘.‘ _ F-;-_]}f

since 25+ 3= 00 [ means that the sequenes =5 ' is better than « which contradicts the optingbigy of =
Hence the lemma holds, |
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