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Abstract--The development of a microcomputer-based system for the automatic counting of colonies of 
indicator organisms (that is, bacteria whose presence is indicative of the presence of pathogens) trapped on 
membrane filters from water samples is described here. Three different approaches, based on mathematical 
morphology, distance transform and fuzzy c-means clustering respectively, are implemented and their 
relative performances are discussed here. 

Coliforms Gray-level opening Distance transform Fuzzy c-means clustering 

1. INTRODUCTION 

The quality of water used by communities is an import- 
ant concern of users as well as administrators, since 
the general health of the community is greatly depen- 
dent on it. Pollution of water can be chemical or 
bacterial, this paper being concerned only with the 
latter. It is well known that many of the serious diseases 
that afflict humans, like typhoid, cholera and gastro- 
enteritis, are water-borne, so it is important that drink- 
ing water should be screened for pathogenic bacteria, 
on a routine basis, to prevent outbreaks of such diseases. 

A certain class of bacteria, called coliforms are reli- 
able indicator organisms for testing water quality be- 
cause they travel with disease-producing micro- 
organisms and are easy to isolate. Their presence in 
drinking water usually indicates that water is unsuited 
for drinking and may need treatment with a disinfectant. 
In a study, tl~ the World Health Organization (WHO) 
has proposed that the number of Escherichia coli, 
which is a coliform, could be a parameter for determining 
the quality of drinking water or coastal waters. 

Fast and reliable water quality tests are in great 
demand in view of the increasing need for reusing 
available water supplies. Most bacteriological water 
quality criteria are based on examining water samples 
for faecal pollution indicator bacteria, in particular, 
total and faecal coliforms. It is essential to monitor the 
quality of water at all times, so as to control the 
incidence of water-borne diseases. For this purpose a 
fast, accurate and low-cost water quality analyzer is 
very much needed. 

t The work has been partially supported by DoE/UNDP 
(IND/85/072). 

The membrane filter technique (21 is a relatively new 
and reliable laboratory technique for the bacteriologi- 
cal examination of water. Basically, the idea is to pass 
a known volume of the water sample under examination 
through a membrane filter, whose pore size is small 
enough (0.45/~m) not to allow E. coil and other coli- 
forms to pass through. When this filter is incubated on 
an appropriate medium at a suitable temperature and 
for the right length of time (generally about 24h), 
colonies develop upon the filter disk wherever bacteria 
were entrapped during the filtration process. Depend- 
ing upon the medium used, the colonies of E. coli take 
on a colour which is different from those of other 
bacteria, so that they can be identified easily and 
counted, using either a low-power microscope or a 
magnifying glass. Membrance filters may have grid 
lines etched on them to facilitate the counting process. 

A flow-chart for the MF technique is given in Fig. 1. 
The counting process is normally carried out manually 
by laboratory technicians, so that the processing of 
large numbers of water samples is rather tedious and 
prone to error. Also, laboratory technicians generally 
do not take a count of all the colonies on a filter. What 
is normally done is that a few squares are selected using 
some rule, and the average count for these squares is 
multiplied by the total number of squares in the grid, 
to give a reasonable estimate of the total number. 
Therefore, the authors have made an attempt to develop 
a microcomputer-based system that can automate the 
counting, covering all the colonies on the filter in the 
process. Basically the steps involved are as follows: 

(1) capture of the image of the membrane filter by 
means of a CCD camera; 

(2) preprocessing of the image by the use of ap- 
propriate image processing techniques; 
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Fig. 1. Flow-chart for the MF technique. 

(3) development of algorithms for the classification 
and counting of the coliform colonies. 

A set of techniques for separating and counting the 
colonies are described below. Our intention is to pre- 
sent to the user industry a set of methods which will 
be robust and user-friendly, the criteria for judging the 
performance being: 

• the processing time, 
• the accuracy of the method, and 
• the degree of user interaction. 

So far, we have tried to combine simple conventional 
techniques and obtained reasonably good results that 
require little processing time and minimal user inter- 
action. 

The three methods that we had tested so far for 
colony segmentation from the background and grid 
lines (on the filter) are based respectively on: 

(1) gray-level morphology, (3~ 
(2) distance transform, <4) and 
(3) fuzzy c-means classification approach. (5) 

In all the above cases, except for classification, the 
counting is done by implementing the component- 
labeling algorithm (6) on the segmented image. The size 
of a single colony is determined from the size distri- 
bution of all the colonies obtained using component 
labeling. The mode of the distribution gives the .size 
of the single colony as we are assuming that the 
frequency of occurrence of single E. coli colonies far 
exceeds those for overlapping colonies. We describe 

below each method separately followed by the results 
obtained. Finally, we present a comparative study of 
different methods and state our recommendations to 
the user industry. We conclude with the issues we are 
currently concentrating on, and on future challenges. 

OUR APPROACH 

2.1. Problem definition 

Broadly speaking, the problem is to identify and 
count bacterial colonies from images. This has been 
reformulated by us as one of classifying pixels into one 
of three classes--colony, background and grid, the grid 
being etched on the membrane filter by the manufac- 
turers to aid the lab technicians in the counting process. 

Complications arise on account of the presence of 
the grid on the membrane filter. While the grid serves 
as an aid for quick counting of colonies for the human 
operator, in our case, that is, when using Image Pro- 
cessing/Pattern Recognition (IP/PR) techniques, it 
poses problems, if we treat it (the grid) as a separate 
class, in addition to background or colonies. At present, 
the grid cannot be eliminated, since we require it to 
prove and calibrate the performance of our algorithm, 
as compared to the manual counting. This is discussed 
in subsequent sections. 

2.2. Preprocessing 

At least eight different views of each petri dish are 
taken under varying front-lighting conditions. This is 
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done to reduce the effect of specularity from colonies 
and non-uniform lighting over the viewing surface. 
Images for all the plates are captured under a constant 
magnification. We have found the following steps to 
work satisfactorily. 

(i) The average pixel values of the eight views are 
calculated. 

(ii) The sum of the absolute difference of the average 
from the individual slides scaled linearly from 0 to 255 
scale gives a satisfactory enhanced image for colony 
identification. 

However, we are in the process of designing a proper 
set-up for capturing the images of colonies with both 
back- and front-lighting, so that non-uniformity of 
lighting over the entire area is somewhat reduced. We 
intend to follow. ~7~ We hope that this step can be 
eliminated once we have our specialized set-up for 
capturing images of colonies. 

2.3. Using gray-level morphology 

The algorithmic steps involved in this process are: 

(1) gray-level opening of the preprocessed image, 
(2) thresholding of the image, followed by 
(3) application of the connected component labeling 

algorithm. 

The gray-level opening of a set X by some structuring 
element Y is defined in terms of an erosion followed by 
a dilation. °~ 

X r = [X Q Y] 0) Y. (1) 

The opening of X by Y is the union of translations of 
Y completely contained in X, The dilation of a set X 
by a structuring element Y Can be expressed 

X ~ Y = U xy (2) 

while the erosion can be expressed as 

X G Y =  (~X_  r (3) 

The dilation of U [a], the umbra representation of a 
gray-scale image A, by B is the union of translations 
of U[a] by the points of B. At a given location (x,y), 
the gray-levels d(x, y) of the dilation are determined by 
the maxima of the translated umbrae U [a]. Therefore, 
the dilated gray-scale image can be computed as 

d(x, y) = max [a(x - i, y - j )  + b(i, j)], (4) 
i , j  

where b(x, y) describes the surface of B. Similarly, the 
erosion is determined as the difference of gray-levels of 
b(x,y)  and the points of U[a]. The gray-levels for 
pixels of the eroded image are given by 

e(x, y) = min [a(x - i, y - j )  - b( - i, - j ) ] .  (5) 
i , j  

Therefore, opening a gray-scale image amounts to 
creating a gap wherever sharp peaks and ridges of 
gray-value are present. 

Due to the differences in gray-values among the 
pixels in the three classes, namely, grid lines, colonies 
and the background, the preprocessed images are sub- 
jected to gray-level opening. Various mask sizes are 
tested. The 7 x 7 mask of Y[i] [ j ]  = 1 Vi, j is found to 
be suitable for 512 x 512 images. A thresholding of the 
gray-level opened image segments the colonies from 
the background. The gray-level ridges due to grid lines 
are first blurred due to opening and subsequently 
eliminated due to thresholding. We have selected the 
threshold value by gray-level opening the image of 
background only. A portion of the image of filter paper 
is selected without grid line and coliform and the 
histogram of its gray-value after opening gives the 
threshold value. 

The segmented image is then subjected to connected 
component labeling algorithm, ~6~ which is as follows: 

(1) all the dark pixels (corresponding to colonies) 
are marked with integers (starting from 1) in increasing 
order. The image is scanned in the increasing order of 
rows, starting from its top-left corner, 

(2) in the subsequent iterations, each pixel and its 
marked value is replaced with the local maxima in an 
8-connected neighborhood. The iterations continue 
till there is no further replacement for all the dark 
pixels, 

(3) count the occurrences of each pixel marking 
values from its frequency distribution, and 

(4) the frequency distribution of the count in Step 3 
gives the number of colonies in the given image. The 
mode of the distribution gives the size of a single 
colony after the specified duration of incubation, since 
it appears logical to assume that single colonies appear 
in far greater numbers than overlapping colonies. The 
number of colonies present is calculated by dividing 
the total number of dark pixels by the mode of the 
distribution. 

The disadvantages those result from morphological 
approach, and suggested improvements, are discussed 
in greater length in Section 3. 

2.3.1. Results. Figure 2(a) is the reduced image of a 
membrane filter on which colonies have formed. 
Figure 2(b) is the output after gray-level opening while 
the result of gray-level thresholding on Fig. 2(b) is 
shown in Fig. 2(c). A sub-image of the image in Fig. 2(c) 
is shown in Fig. 2(d), on which the connected com- 
ponent labeling algorithm is run. Fig. 2(e) is the output 
after the labeling of connected components while 
Fig. 2(f) shows the frequency distribution of size of 
connected components in the image in Fig. 2(e). The 
mode of distribution is at 25 and the number of colonies 
present is 430. 

Interested readers may compare the result of Fig. 2(d) 
with the result obtained in Subsection 2.4, particularly 
with Fig. 3(d), which is obtained using the distance 
transform method. Note that in both the cases, the 
original pictures are the same. 
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(a) 

(b) 

(c) 

Fig. 2. (a) Original Image. (b) Image in (a) after gray level opening with 7 x 7 masks. (c) Image in (b) after 
thresholding (at gray value 113). (d) A sub-image of image in (c). (e) Image in (d) after component labeling. 

(f) Frequency distribution of size of components of image in (e). 
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Fig. 2 (Continued) 

2.4. Using distance transform 

The steps involved in making colony counts, based 
on the distance transform technique, are as follows: 

(1) thresholding of the preprocessed image, 
(2) application of the distance transform to the image, 
(3) thresholding of the distance-transformed space, 

the local maxima obtained in 3 x 3 neighborhood being 
grown to get back the almost equivalent size of the 
colony or con#ruence of colony. The grid lines are 
eliminated due to thresholding in the distance trans- 
formed space, and 

(4) application of the connected component labeling 
algorithm to count the number of colonies (see Sub- 
section 2.3). 

The gray-level thresholding is straightforward, the 
only consideration being that there is no loss of colony 
components in the thresholded image. Average gray- 

value of a portion of filter paper image without grid 
line and coliform organisms determines the threshold 
limit. The binary image has pixel values 0 and 1, 1 
representing colony or grid, while 0 is background. 
The distance transform of the thresholded image can 
be achieved in two passes ~4) only. For a 3 x 3 mask 

A B C 

D E F 

G H I 

in the first pass, starting from the top-left corner of the 
segmented image, the central pixel E is replaced by 

E,,w ~ min (D, A, B, C) + 1. (6) 

In the second pass, originating from the bottom-right 
comer, the central pixel E is replaced by 

E,~w~min(G,n , l ,F , (E-  1))+ 1. (7) 
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Fig. 3. (a) A sub-image of image in Fig. 2(a) of identical size of that in Fig. 2(d). (b) Image in (a) after 
thresholding (at gray value 125). (c) Image in (b) after distance transform. (d) Image in (c) after region growing. 
(e) Image in (d) after component labeling. (f) Frequency distribution of size of component of the image in 

(e). Mode of distribution is approximately at 43 and the number of E. eoli is 398. 
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The local maxima in the distance-transformed space 
gives the central or core point of each colony or its 
congruence. The central points for the grid lines in the 
transformed space are eliminated by thresholding. 
Since, the thickness of the grid line is constant through 
out the image space, the thresholding is straightforward. 

The core points are then expanded to a (2i - 1) × 
(2i - 1) square, where i is the value of the core point 
which remains in the centre of the square. Note that 
while expanding, the grown region may contain other 
core points. A linked list data structure is implemented 
to keep tag on the connected components. For  a set S 
containing an unmarked core point p~, iterate the 
following steps until S = ~ .  

Step 1. For  core point p~ with distance transformed 
value i, mark the square (2i - 1) x (2i - 1). 
Step 2. Eliminate p~ from set S. 
Step 3. Add the core points p ,  . . . .  ,PiN to set S con- 
tained in the square ( 2 i -  1) x ( 2 i -  1), excepting the 
already eliminated core point p~. 

If S = ~ ,  all the marked pixels due to iterations of 
the above steps represent a single connected com- 
ponent. The above region growing procedure will con- 
tinue with next unmarked p~ until all core points are 
marked. Due to this region growing, approximate 
colony structure can be recovered though the exact 
topology will be somewhat different due to digital 
analysis of the colony shape. 

This region-grown image is then used as input to 
connected component labeling algorithm as described 
in Subsection 2.3. 

2.4.1. Results. We test the same image as in Fig. 2(a), 
cut in size equivalent to the dimensions of the image 
in Fig. 2(d), as shown in Fig. 3(a). Figure 3(b) gives the 
image after thmsholding, while Fig. 3(c) shows the 
local maxima of distance-transformed space after 
thresholding. Figure 3(d) shows the effect of region 
growing as described above, maintaining the connected 
component topology. Figure 3(e) shows the output 
after the labeling of all the connected components, 
while Fig. 3(f) gives the distribution of colony size. The 
mode is at 43 and the number of colonies is 398. The 
result agrees with those obtained using gray-level 
morphology as shown in Fig. 2(e). Several such com- 
parisons are carded out and the algorithm using distance 
transform seems to give results close to + 10% of the 
algorithm using gray-level morphology. 

Figures 4(a) and 5(a) are segmented images with 
front- and back-lighting, whose original images are 
Figs 6(a) and 7(a), respectively. Note that there is no 
grid present in case of back-lighting [Fig. 7(a)]. Figures 
4(b) and 5(b) give the local maxima of the distance- 
transformed space duly thresholded after eliminating 
core points of the grid lines, particularly for front-lit 
images. Figures 4(c) and 5(c) give the result of connected 
component labeling. The counting results are described 
in the Table 1. Readers can compare the results of 
Figs 4(c) and 5(c) with Figs 6(b) and 7(b) which are 
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Fig. 4. (a) The image in Fig. 6(a) after thresholding (at gray 
value I 15). (b) The image in (a) after thresholding and finding 
local maxima of distance transformed space. (c) The image in 

(b) after region-growing and component labeling. 

obtained using fuzzy c-means classification algorithm 
which we will present in the next subsection. 

2.5. Using fuzzy  c-means clustering 

As mentioned earlier, we have formulated the colony 
counting problem as a classification problem• The 
three distinct classes present in the slides are the colonies, 
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Table 1. Overall result 

Figure Coliform 
no. count Details 

2(d) 430 Using gray-level morphology 
3(a) 398 Using distance transform 
4(a) 42 Using distance transform 
5(a) 37 Using distance transform (B) 
6(a) 72 Using fuzzy c-means clustering 

c = 3 ,  v = 2 ,  m = 2  
7(a) 42 Using fuzzy c-means clustering (B) 

c = 3 ,  v = 2 ,  m = 2  
8(a) 305 Using fuzzy c-means clustering 

c = 3 ,  v = 2 ,  m = 2  
9(a) 39 Using fuzzy c-means clustering 

after detecting linear structure using 
Hough transform 
c = 3 ,  v = 2 ,  m = 2  

c = class; v = feature vector; m = fuziy exponent; 
B = backlit. 

(b) 

• 
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(c) 

Fig. 5. (a) The image in Fig. 7(a) after thresholding (at gray 
value 200). (b) The image in (a) after thresholding and com- 
putation of local maxima in distance transformed space. (c) 
The image in (b) after region-growing and component labeling. 

the  grid a n d  the  background. T h e  fea tures  a s soc i a t ed  
w i th  each  pixels  are: 

(1) the  av e r ag e  of  g ray -va lues  in  a 3 x 3 mask ,  a n d  
(2) the  busynes s  value.  

T h e  busyness  (s) of  e a c h  pixel  is def ined  as  m i n  (vx, vr) 
whe re  

vx = [A -- BI + [B -- CI + ID - El + IE - FI 

+ IG - HI + IH - I I  (8 )  

(a) 

(b) 

Fig. 6. (a) Original Image. (b) The image in (a) after fuzzy 
c-means clustering with c = 3. 

a n d  

v r = IA - D[ + [D - GI + IB - El + IE - HI 

+ JC - FI + IF - I[ 

A B C 

D E F 

G H I 

(9) 
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the variables %, we obtain 

1 
(10) 

da 21(m- I) 

n 

k = l  E -  (li) 
(u,D" 

k = l  

In every iteration, % is calculated using equation (10) 
while v i is updated following equation (11) using the 
earlier % value. 

(b) 

Fig. 7. (a) Backlit original image. (b) The image in (a) after 
fuzzy c-means clustering with c = 3. 

is the 3 x 3 mask where the busyness value is calculated 
for the pixel E. Instead ofmin (v~, vy), we found that the 
busyness value equivalent to max(vx, vy) for the three 
classes mentioned above has more discriminating 
power. An additional feature, namely, the average of 
(v~, vy) is also tested, though the result with three fea- 
tures are not found to be satisfactory. 

We report here the application of fuzzy c-means 
algorithm tS) to discriminate the bacterial colonies from 
the grid and the background. The clustering algorithm 
is based on a least-squared error criterion. The squared 
error clustering criterion is given by 

n c 

J .(U,v)= ~ Y~ (uik)m(di~) :, 
k = l  i = 1  

where U belongs to Fuzzy c-partition space and % 
contains the fuzzy membership value of kth data point 
to ith class, v are the cluster centers of fuzzy c-partitions. 
These are updated in every iteration based on % and 
the distance dik  = IlXk - va II, between ith cluster centre 
of v and kth data point of X. This continues till the 
cluster centres become stable and there is insi#nificant 
difference between cluster centres in two consecutive 
iterations, m is the weighting exponent where me [1, ~).  

To minimize Jm(U,v) subject to the condit ion 
~ =  lUik = 1,0 < ~kUik < k and nik ~_ O, apply ing  

2.5.1. Training module. The fuzzy c-means clustering 
algorithm is applied to a chunk of preprocessed image. 
The images with all the clusters present in significant 
proportions are chosen. We find that tile cluster seed 
points stabilizes after 18 to 20 iterations. The output 
of % gives seed point for ith class and nth feature 
vector for further classification while the ua gives the 
fuzzy membership value of the kth data point associated 
with the ith class. The cluster centres for the colony 
class are detected by visual inspection of the original 
and classified images, and the gray-values associated 
with them. 

2.5.2. Classification module. The pixels are classified 
based on the highest membership value in % associated 
with the particular class. To reduce processing time for 
a large image, pixels are classified based on the minimum 
distance dik between the feature vectors for the pixel 
and the seed points of the classes. 

2.5.3. Results. Figure 8(b) is the output of prepro- 
eessing step on Fig. 8(a). Figure 8(c) is the classified 
image based on feature vector consisting of gray-value 
averaging and busyness. The frequency distribution of 
gray-value averaging and busyness are shown in Figs 
8(d) and 8(e), respectively. 

Figures 6(b) and 7(b) are the classified images of the 
original images Figs 6(a) and 7(a), respectively. We 
found that the classification algorithm gives the most 
stable results with three classes and two features. The 
results are repeated with fuzzy weighting exponent 
values 1.5 and 2.0. However, not much difference is 
observed in the results. The grid class, in the case of 
Fig. 6(b) is misclassified to some extent, both to colony 
and background classes. Figure 7(b) is a back-lit image 
without grid. Incidentally, in the case of a backlit 
image, the background itself is found to consist of two 
different (sub-) classes, possibly due to uneven distri- 
bution of nutrient medium on the petridish. 

Figure 9(a) is obtained applying Hough transform 
to Fig. 4(a). It is to be noted that considerable amount 
ofpostprocessing is required to find the linear structures 
in Fig. 4(a). The image is transformed to (r, 0) space 
and local maxima are calculated after thresholding. 
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Fig. 8. (a) Original Image. (b) Image in (a) after enhancement. 
(c) Image in (b) after fuzzy c-means clustering with fuzzy 
exponent value m = 2. (d) Frequency distribution of gray 
value averaging using 3 x 3 mask on the image in (b). (e) 
Frequency distribution of gray value busyness using 3 x 3 

mask on the image in (b). 
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(d) 

Since, the local maxima value in Hough space due to 
the colonies and the linear structure (grid lines) are 
close, it is almost impossible to isolate the grid lines 
completely from the blob-shaped colonies. Therefore, 
after the reverse transformation of peaks of Hough 
space to image space, each potential pixel and its 
neighborhood in a 5 x 5 window are'compared with 
the original image. If all the pixels in the 5 x 5 window 
found to have gray-value close to those of the colony 
pixels (i.e. greater than the threshold), then the potential 
pixel is discarded as being a part of the colony class. 
Figure 9(a), thus obtained, is then subtracted from 
Fig. 6(a) to get Fig. 9(b) with grid lines having distinctly 
separate gray-values. Though the classification problem 
is quite straightforward now, this process of linear 
structure detection followed by postprocessing is highly 
CPU-intensive. We have applied fuzzy c-means 
clustering algorithm and the classified image is shown 
in Fig. 9(c). The objective function and parameters 
remain the same as before. 

3. COMPARATIVE STUDY AND RECOMMENDATIONS 

The overall results for all the images are given in 
Table 1. We recommend the distance transform method 
to the user industry. From a comparative study of the 
results given above, it follows that the fuzzy c-means 
classification approach is close behind the distance 
transform one, the gray-level morphological approach 
being least ideal for an user not much exposed to 
IP/PR techniques. The factor that matters the most is 
obviously the accuracy of the method. After extensive 
testing, a part of which are reported here, the distance 
transform method is found to give the most stable 
result and consistent with the human approach pre- 
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Fig. 9. (a) The image in Fig. 4(a) after Hough transform and thresholding Hough space at 75 followed by 
calculation of local maxima. (b) The image in Fig. 6(a) after subtraction of the image in (a). (c) The image 

in (b) after applying fuzzy c-means clustering with c = 3, 2 features and fuzzy exponent m = 2. 
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Fig. 10. Set-up for water quality analysis. 

sently followed. The other key factors which cannot  be 
ignored are the processing time per image and the 
degree of user interaction, particularly in selecting the 
various threshold values. In respect of processing time, 
the distance transform method is the fastest, followed 
by the fuzzy c-means and gray-level morphology 

approaches. However, if the Hough transform is to be 
added to detect the linear structure in the image, the 
performance of the fuzzy c-means classifier is expected 
to be worse compared to that with gray-level opening. 
The most ad hoc step is the threshold selection at the 
time of segmentation of the gray-level opened image 
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Table 2. Processing time including I/O on 
SUN3 

Processing 
Method time 

Gray-level morphology 240 s 
Distance transform 25 s 
Fuzzy c-means clustering 204 s 

as described in Subsection 2.3. The accuracy of thres- 
hold selection is very much operator-dependent and 
changes of selecting grid junctions as a potential colony 
is much higher, thereby reducing the performance of 
the system. On the other hand, thresholding of the 
distance-transformed image is quite straightforward 
and can be automated easily. In fact, the values of core 
points of grid lines, which we want t o  eliminate in 
distance-transformed space are constant. Though the 
processing time for the learning phase of the fuzzy 
c-means algorithm to calculate seed points of different 
clusters is quite high, the classification that follows 
then can be done instantly. However, we found that 
the use of seed-points of a set of images to an almost 
similar set is not  always advisable and may give un- 
satisfactory results, thereby demanding learning even 
for a minor  variation in the images. A list of pro- 
cessing times for comparison purposes is given below 
in Table 2. A set-up for water quality analysis is shown 
in Fig. 10. 

4. FUTURE DIRECTION 

We hope to achieve better performance by tuning 
several steps of the algorithms mentioned above. Some 
of the issues on which we are concentrat ing now are 
as follows: 

(1) an improved and faster connected component  
labeling algorithm. 

(2) Modified region growing algorithm as detailed 
in Subsection 2.4. Note that our objective here is to 

differentiate between a single colony grown to a larger 
size from a congruence of colonies. 

(3) Tuning up of fuzzy c-means algorithm with a 
large number  of samples. This process will be an at- 
tractive alternative if stabilized ready-to-use seed points 
for the colonies, the background and the grid lines 
could be provided. 

(4) A fast linear structure detection algorithm using 
templates. Note that the orientation of the grid lines is 
not constant  for all the samples due to the human 
factor involved in sample preparation and in placing 
the petridish under CCD camera. However, the grid 
lines will remain mutually parallel. 
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