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OPTIMAL ESTIMATORS UNDER REGRESSION MODEL

By V. R. PADMAWAR
Indian Statistical Institute

SUMMARY. Ia view of the noncxistence of an optimal design unbissed sirategy under
regrossion modal, certain optimal strategics are obtained under diffcrent restricted set-ups.

1. IxTRODUCTION

Consider & finito population U ={1,2,...,N} of size N. Let y be s
study variato taking values y; on units i, 1  § < N. Let z be an auxiliary
veriato, closely related to y, taking values ; on units 1, 1 {5 N. Wo
sssume that yy, ¥y, ..., Y are a realisation of the variables Y,, Y,, ..., Yn ; the
joint distribution of which is unknown but specified by the first two moments
as follows. If Ey and V, denote expectation and variance, respectisely,
w.r.t. the model £ that defines a class of distributions for Yy, Y,, ..., Yy}
then

E{(Y) = fn i=1,2.,N
VelY) = o2t i=1,2.,N e (LY
E (YY) = pxzy i#j=12.,N

where B and 0? > 0 are the model parameters and g«[0,2). Model (11)
is called regression model.

1
¥
strategy (p, t) that consists of a design p and an estimator (s, y), ¥ = (¥, ¥y
sy Yx), we use tho following measure of uncertainty to measure its perfor-
manece,

.4
Our zim is to cstimate the population mean ¥ = - £ y. Given s
{=1

Mip,t) = EEft—T) . (19
where Ej denotes expectation w.r.t. the design p.

A strategy (p, t) is said to be p-unbiased or design unbiased for estimating
the population mean ¥ if

Eslis, ) = Bt = Z plo) (o, ) = ¥ %y

AMS (1080) aubject classification :  02DOS.
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whero S is the collection of all samples.

Astrategy (p, f) is said to bo E-unbiased or modol unbiased for the popula-
tion mean Y if
E (s, y)) = E(Y) ¥ s with p(s) > 0

Now for a p-unbinsod strategy (2, f)
AU(p, t) = EpV()+EpE(—T))—V(T) v (L3)

and for & 2 as well as E-unbiased strategy (p, f)
M(p, ) = EV )=V (F) . (L4)

Ramachandran (1982) obtained a strategy for estimating the population
mesn ¥ that, if exists, is optimal in the class of all p-unbiased strategies of
given averago sizo in tho senso of minimum M(p, ). Her strategy consisted
of Horvitz—Thompson estimator and a sampling design that satisfics the
following conditions

. n 292 .
0] E‘P(-’)——zﬂ;‘—n. ICiKN

g1
and

¥y N
(i) T al9t=n ‘E 2/ ‘E a9t 4+ s with p(s) > 0.
1 1 ey

Condition (i) requires tho design to Lo & mpx#’t design (inclusion probebilities
proportional to 29/2) of average size n.

As such it is difficult to construct a design satisfying the first condition.
Further conditon (ii) puts far too rmany constraints on the fixed set of con-
slantd z,, 7y, ..., Zy and g to be ablo to satisfy thom. Thorefore tho existenco
of the optimal strategy due to Ramachandren is ruled out in most practical
situations.

In view of this it is in order to either compare different known strategics
or consider tho problem of obtaining optimal strategics in different restricted
set-ups.  Tho first aspect is atudicd in Padmawar (1981). Iere we deal with
the second aspect. Padmawar (1084) proved the existenc of certain optimal
estimators undor the regression meodel in the continuous survoy sampling set
up. We take this opportuhity to sce their implications in the finite
st up,
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2. OPTIMAL ESTIMATORS

Given a design p, in this section, wo first cstablish tho existence and
uniquoness of best lincar p as well as E-unbiased cstimator in the sense of
minimum 3(p,t). Next, assuming tho ratio */f* = r{say), in tho model
(1.1), to be known we prove the esistcnse of a best linear p-unbiased estimator
again in the senso of minimum M(p, ¢).

A linear cstimator is of the typo {(s, ) = X b(s, i)y, Tho condition
4
of p-unbiasedness is equivalont to "

< bty mte) = Lo
;;‘b(ﬂ,:)P(ﬂ)—N-V' L,2,..,N . 20

and tho condition of §-unbiascdness is equivalent to

S b, i)y = X A e with pls) > 0 (29
{0
N
where X=NX= Z:q.
{=1

For & given dosign p, to tacklo the first problem, we minimise J(p, )
subject to the conditions (2.1) and (2.2). In view of (1.4) the problem reudees
to the following minimisation problom.

N
Minimiso Z q T a¥s, i) pls)
f=1 ot
subject to 2‘.‘ als,)p8)=1 Vi=12..N o (23)
[t
and X afs,f)pr =1 ¢ with p(s) > 0
teg

where a(s, ) = Ni{s, 1); 21 = Xpjand N*q; = 21,
We employ Lagrangian multipliers’ techniquo to solve (2.3). Let

N N
Q=2 a3 ae,)plo)=2 I 4| 3 afe,i) ple)-1]
f=l 0 =1 o

—2 % pla)a, [ £ as, .')p.—x]
8" in

where A, 1 i N and a,; 868 and p(s) > 0 are the Lagrangian mulli-
pliers.  Solving (2.3) is oquivalent to minimising @ unconditionally, Differ-
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entiating and simplifying the problem boils down to solving the following
sprtem of equations

qia(s, ) = Aita, ies,pls) >0
2‘ afs, {)p(s) = 1 1IN o (2.9)
3]
and ‘}.‘. a(s, $)pg =1 86 S ;p()>0.
“"

Aftor o littlo algobra ono gets
a(s, §) = zi+m (l— ’E z,p;) m(s) ica;ee8,ple)>0 .. (2.5)
ts

1 . .
whero #e7¢ = pu, o) = ;."..r”p; and z = (2;,z,,...,2x) i3 a solution to tho

the system of equations

Az=d o (2.6)
with ay=m—mup S pleymfs) =12 ..,N
ot
ay=—npy L plehmfs) §#£j5j=12.,N . (27
oty
and dy=1—y E‘ p(s)m(s) i=12.,N
”
whero "= S‘ p(8), 1 LI N.
LF]

Following Patel and Dharmadhikari (1077, 1978) it can be shown that the
system (2.8) is consistent and the solutions (2.5) do not depend on o choice
of £ satisfying (2.6). \Ve thus havo the following theorem

Thoorom 2.1: G@iven a design p there exisis a unique best linear p as well
as E-unbiased estimaler in the sense of minimum M(p, 1).

Remark 2.1 : Theorem 2.1 is truo oven when wo have a more general
varianco function ay(z), instead of 629, in the model (1.1). In that case wo
simply set Niqq = v{z;) in (2.3).

Remark 2.2 : In tho continuous sot up (vide Padmawar (1984)) tho axis-
tence of an analogua optimal estimator depends on thoe solvability of an inte-
gral equation whereas in tho finito sct up oxistonce as well as uniquencss aro
always guaranteed. However, tho construction of such an optimal estimator
depends on the tractability of solutions to the system of equations (2.6). In
what follows wo consider two oxamples 80 as to get some idea of the aboro
optimality result,
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Example 2.1: Considor & fixod sizo design of size n for which
m=nfX, 1 i< N, z1=X/nz, 1 {1 N, is & solution to (2.6) for

the ith entry in Az is then given by

210

N
mlmenen 5 pon0] =% ZToaar 3 gl

1 —
= 1= 5, pemle) "2 X ple) e

= 1—y; T pls) m(s)
ot

=d;.
Thorefore the optimal estimator, as oxpected, is given by X AN
N (g%
Ezample 2.2 : Consider the Midzuno-Sen sampling design of fixed sz
]
n for which p(s) is given by w,/l,TV where w, = ‘Z w, W= % wad
] i=1

) with wy = 219, 1 <i N. For this dosign the coefficieats

N—1
i, = (n—l
(2.7) simplify to
ay = m—wW¥V i=12.,N
n—1 4
ay = — =i z}-0 /Y i#£j=12.,N
1=12.,N

&= 1—z}X[W
— — N
whore m= =1 +_§,’__;‘_ W, 1< N, mdX= 5
% ay= m—tefW—TL awX W
P} 1y (§ [} Wj [}

n=l g -expwy

= N3

Now

n—1
= §=1 %

;3 1€ § K ¥ ; is a solution to (2.6) and the optimal estimater

'l'huaz‘-:r__;l1
is givon by
1 N-—1 1 N—1 1 X
— I e 5 B Ak -9y,
¥ o Sery (-5 xZa}gs KO

™
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\Ve have the following intoresting cascs.

Case 1: Yorg = 2in Example 2.2 the sampling design reduces to simple
nindom sampling and the optimal estimator simplifics to

' g
1 N-—1 N—-1 1
N w1 “Z y‘+i\'{ n—1 :\_ } E'”Iz'

vhich can bo rewritten as

'X+ "(N_l) {§—7x)

whero n2 =h}:l 0 = ‘E Yy WF = ');7‘ yifr, NX=X. Note that this
optimal estimator is samo as tho Ilartley-Ross (1054) ratio-type estimator
for tho population mean Y.

Case 2: For g =1 in Example 2.2 tho snmpling desizn reduces to the
nsual Midzuno-Sen sampling acheme with p(s) = M \,.z, = 2 7. and the
optimel estimator reduces to

1 N-1 1 XZ oy
N =1 g yH_F{l_ n—1 X E; Tl} P
[~
Ly
. io
I
ia

which is the standard ratio estimator for estimating the population mean.

We now assume that the ratio ¢?/#?=r in (1.1) is known. Given a
design p wo prove the existonce of an optimal p-unbiased linear estimator
in tho sense of minimum JM(p, {).

In view of (1.3) our problem is to

Minimiso r E o T b, iple)+ T ple) [ 5 U, .')x.]‘ . (28)
[ oS in
subject to 2 e, i)ple) =1 N¥i=12..,N

Wo |g1|n umploy tho Lagrangian multipliers’ techniquo to solvo the problem
(28).

i=1

N 1
@ =r X aof T 1%, i)ple)+ = p(s)[ T U .')z,]
ni "s [

¥ . 1
=2 S Z b pl) 5]
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whore &, 1 <1 N, are tho Lagrangian multipliers.

Solving (2.8) is equivalent to minimizing Q* ditionally, Diflerentia.
ting and simplifying we got

b, i) = '_L! [a‘—:,c(a)’:“.' az)r) - 29

where r4 Saf-r= ,L,) and a = (2, @y, ..., @) Is & solution to the following
o

system of equations

Ba=h . (200)
whoro
by = m—x}-? T pla)e(s) i=12.,N
i
by= —xz;" T pla)fs) i#j=12..N
(8]
and " e (210)
Nhy=raof i=12..,N
= I ple) i=12..,N
9i

Note that the loft hand side of the equation det B =0 can be thought
of a3 a polynomial in r of degree k (say). Thercforo det B = 0 has atmost
k solutions r,, ry, ..., rx (say). For all other values of r det B is nonzero and
heneo Ba = h will have a uniquo solution. o thereforo have tha following
theorem.

Theorem 2.2 :  If the ratio # in (1.1) is known then for a given design p
there exists a unique best linear p-unbiased estimator for estimating the popula-
tion mean ¥ for all but a finite number of values of r in the sense of minimum
M(p, 1).

Remark 2.3 : Theorem 2.2 is truo for & moro general variance function
a*(z), instead of o2r9, in tho model (1.1).

Remark 2.4: In tho continuous sot up (vide Padmawar (1984)) the
oxistonco of an analogus optimal estimator doponds on tho solvability of an
intogral oquation whoreas in tho finito sot u)p oxistonco as woll as uniquoness
aro guaranteod for all but a fow valuos of r. Howover, tho construction of
such an optimal estimntor doponds on tho tractability of a solution to the

systom of oquations (2.10). We considor an oxamplo 8o as to got an idea of
tho above optimality result.
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Ezample 23 1 Considor a Midzuno-Son sampling dosign of fixed sizo n
for which p(s) is given bywwhem w, = ‘."3‘ w, W =‘§ w end M, =
(::;) with w0, = z}~¢4r/n, 1 i < N. For this dosign tho quantities
in (211) are givon by
by = m—23| ¥ i=12..,N
by = —(n—1z] YN—1)IF i£j=1,2.,N
o m= (=N =1V V-1, 1 <i< M.

It is easy to seo that oy = axy4-daf, 1 < i € N, is & solution to (2.10).

(n—1X N-1 n—1, N—n
e o= Ot andd = T2 /(2400 ) @12
S —lz ¥ ¥
Note that E byay = ma—az} '[W— I)W;gx f.t
(N—n)r {(n—1)z¢ L4 22
[ Ty 1)W]‘“‘+”"”_(N_n)w[,-. '+”‘”]

{N—n)r E 4
=la=r +m] bt oy [ ta—(a-1 % 1]

Thereforo (2.10) is consistent and the optimal estimator is of the form
P ]

L E n+ (a-—— z x‘)rTE—z'_‘?

where a and b are given by (2.12).

Remark 2.6 1 Noto that for the sampling design in the above example
the systom (2.10) is consistent for all values of r. Thoreforo tho optimal
estimator exists for all values of r,

Remark 2.6 : Inateed of assuming the ratio r to be known if we assume

a prior p(o?, f) for o and B jointly with known E (0%} and E,(£*), whero E,

denotes oxpectation under the prior p, thon E,M(p, !) is o natural choice for

an optimality critorion. In this set up we can compare any two stratogics

for estimating tho population mean w.r.t. the optimality criterion E,M(p, ¢).
p2-R
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The stratogy that consists of a design for which a1 iy,
and tho corresponding Horvitz-Thompson estimator is relatively moro and
moro efficient a3 the ratio r, = E(0)/E,(#?) increascs and for largo valuy
of r, it is likely to bo tho bost stratogy in tho class of all p-unbiased strategie;
of given averago sizo in the senso of minimum E M(p,!). For a linear pun.
biased stratogy E,M(p, ¢) is given by

Bo £ 2t { at(0.0) )= o} B8 Vim0,

where V(p, {)|, denotos tho variance of the strategy (p, () at & = (2, ..., 7).

Tho aforosaid strategy minimises the first torm in the class of all
p-unbinsod linear stratogios of givon average sizo n.
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