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SUMMARY. In ind ial ui i where i P ling plans aro
used, inspeotion error very often crops up. In this paper some results have bevn establialicd
that can be used to match a usual Dodge-Romig Single plan with a Dodge-Romiy plan when
i Orrors ure O i

1. InTRODUCTION

In industries where attribute acceptance sampling plans are used,
inspection error very often crops up. This is more so when inspection is
visual or subjective and a number of characteristics have to be looked for.

Inspection error can be of two types—(i) the etror of judging n good
item as defective, and (ii) the error of judging n defective item as good. Tn
this paper we give some results that can be used to match a usual Dodge-
Roinig (1959) single sampling plan (D-R plan) with a D-R plan when inspec-
tion errors are operative. Both the LTPD and AOQL plans have been
congidered and numerical oxamples are given to illustrate the results.

2. DEFINITION AND NOTATIONS

Let p be the process fraction defective and e,, e, the probabilities of 1st
and 2nd type of error respectively.

It is assumed that (i) e, and e, are known and remain constant and inde-
pendent of working conditions, time of shift, severity of defects and process
fraction defectives etc; and (ii) a single inspector or several inspectors have
the same orror probabilities. Then under inspection error apparent defective
Pe = p(1—e)+e, where e = ¢, +¢, and as shown by Lavin (1946), the apparent
number of defective in a sample of size n, (say) will follow binomial distribu-
tion with parameters n, and p,. The lots ure assumed to come from a process
under Binominl control with p as the process average.

We will denote by (», ¢) the D-R plan, for lot size N, lot tolerance fraction
defective p, with consumers’ risk # = 0-10 or AOQL p, and process average .
We will suffix ‘e’ to denote different parameters under error of misclassification.

AMS (1980) aubject classification : 82N10.
Koy words and phrases : Dodg-Romig ing pleay, i ion arror, ing of plana.
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3. LTPD eINGLE SAMPLLING PLAN
We will Poisson approximation to 0.C. As a first atep, therefore,
we need-to replace the hypergeometric solution of the semple size n of & D-R
plen by n, which can easily be obtained by using ¢ and g of the D-R plan.

Resull 3.1: Under inspection error (ng, ¢) is an equivalent D-R plan
for Ny = N/h, process average 7, = ph where b = (1—e)+e,/p; and ny, = nyfh.
Proof : Denote Gc, m) = Zol emms(z | Thus g = G(c, n,p) and

=0

Be = G(c, nyepis) where py, = pi(1—e)+¢,. Now to have g = 8,, (Hamaker,
1950), ngpy = ng,pyy i.e. nge = ng/h where h is as stated. To show that ATI
is minimised at P, deuote ATI by I(N, =, P, c). Then I(N,, ny, P, c)
= I(N, n,3, ¢)/h, since ngePe = ngP. Lot (ny, c,) be any other plan satisfying
B =-10 at p,, also let ny, = n,/h for some n,, then

I(Ny, g, Do, €)= I(N, my, B, cy)[h
But (N, ny, 3, ¢,) > I(N, n, B, ¢) since (n, c) minimised ATI.QE.D.

Numerical example: Given N = 1500, p; = 0-10, 5 = 003, ¢, = 0-01
and ¢, = 0:027. From D-R table (n, ¢) = (105 6) which gives
ng = 105:6 == 106. By calculation, » = 1-083, giving nge = 100, N, = 1410,
and P, = 0-032.

4. AOQL saMPLING PLANS

We assume that no mis-classification occurs during screening and rectifica-
tion sequence, followed by rejection of a lot. Then AOQ will be (Hill, 1962:
Minton, 1972).

Pas = {(Ne—1e)| No}pGQ(c, nepe)(1—eg)-+pes. - (1)

As pointed out by Hald (1981) the AOQ function reaches a maxima then
decreases and again increases almost linearly for large values of p. Thus to
make the concept of AOQ meaningful we note the following requirements :

(i) It is clear that for p = 1, AOQ ~¢,. Thus if the local maxima i..
the point on AOQ curve where its slope is 0, is to be the required AOQL,
then ¢, has to be less than this maxima.

(i) Otherwise it is possible to obtain an upper limit of the incoming
quelity level say Py at which AOQ reaches the maxima and if it is feasible
to restrict the incoming quality level below Py then the local maxima can
be taken as the AOQL. In practice the first part of ps will be negligible
and it will suffice if incoming quality is less than AOQL/e;.
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Taking the second derivative of pae We note that it has only one point of
inflexion for 1 » p > 0 ie. 1—¢ > p, » ¢ and the second derivative is
negative for nge;  naps < 4 where

A = ngey+He+2—n5e,+ V(e +2—n4e) 2+ Bnge,}.

Thus P4, has only one maxima and the value of n,p, maximising pa, is in the
range mentioned.

We can approximate p,, in this region by

He ) (a6(c, map)(1—e+ped). wr (418)

Result 4.1 : Let ¢ # 0. Under inspection error (n,, ¢,) is the equivalent
D-R plan for N, = N/6, e = P/(1—e) and py, where n, = 26, ¢, = c+nee,

(¢s is rounded off to the narest integer), 6 = 1/ {b+
b =(1—g)f(1—e) and e, = eyf(1—e).

26, }
y—axeyfb(c+2—2) )"

Furthermore p¢, = py, ocours at (24 k)/n, where k = (%—b) zjb(c+2—z)

and z is the x value of usual D-R plan. (Dodge and Romig, Sampling inspection
table, 1959, pp. 37-39) j.e. the value of np at which AOQ reaches the meximum

and y = prf —717—%7) under the assumption of no inspection error.
Proof : Let the AOQL occur at p,. We first show that
Gce, ne(Pel1—e)+61}) = Glc, nypy(l—e)) if €5 = cneey.

Let these probabilities be equal, « being the common value. Using Cornish-
Fisher formula we get

”o{?e(l—e)+¢1}='cu+l-—u.1/o¢Tl+%(u:—l) .. (411a)

PPl =€) = o+ 1—u, Vo T+ (ud—1) o (411B)

where u, is the a-th fractile of Normal distribution. From 4.1.1(z and b),
we get

net(es—0) = 1~1/(VorF1+VoF1). o (1D)
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Note that u,/(1/cy 1+ +1/c+1) & %g/24/¢+1. From numerical investi-
gation with different values of c, e,, ¢;, we obtain

019  4,/(Vee+1+VetT)
< %,/2V(c+1) < 133
for ¢ # 0. We can thus consider ¢, = c+nqe,. Hence,

N,—
PLe = ;V, 7% (040 (Ce, mepy() — ) +-Pets}

(%‘—1%) {2ebc, o)+ 242} . (4.13)

where b = (1—¢y)/(1—¢), ¢, = eg(1—e) and z, = n,p,(1—e).
Writing ye = (£:6G(c, z.)+2.65) we get

Pre = ( ! —ITl,‘) Ye. o (4.14)

Ny

Let prs = pr, njne = N|N, = 6. Then y, = y/6.

1 1
i_ﬁ) y end y = z0(c, z) = z%(c, z),

When there is no error, p1, = (
where g(c, v) = e~%acfc !
To satisfy (4.1.3) 2, should be such that

Yo = %4G{c, Te)+ ety = 23g(c, %) = y/b. . {4.15)
For values of e, as discussed earlier, and for e, > e, (which is usually true),
numerical investigation showed that z, occurs in the neighbourhood of z, say
z, = z+k. Then by Newton’s formula k = 2 (—;——b)lb(c+2—z). Thus by
using Taylor’s expansion and neglecting higher order forma of &,
x,G(¢c, ;) ~ 2G(c, x). Now, using all these results and putting the value of
k in (4.1.4) we get the required value of 4. It is seen that
I(N¢, g, Py €o) = (N, n, P, ¢)f6.

The proof thet ATI is minimum for this plan is analogous to the proof in
Regult 3.1.

Note: When ¢, =0, ¢,=c¢ and b= 1. This will also be true when
c=0,

Numerical example: Given N = 2500, 7 = 042, p; = -06, ¢ = 009,
& =01 From D-R table (n,c¢)= (125, 10) and from table (2.3) of D-R
table z = 8:05, y = 6528 and pz, = -04661.
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By calculation, we get N, = 2918, n, = 146, c, = 11-772 ~ 12,
Po = -0404. Actual calculation gives pr, = -049068 at p, = -0569 whereas
using result (4.1), pr, = -040566 at p, = -0573.
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