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We characterize optimal enforcement in a setting in which individu-
als can select among various levels of some activity, all of which are
monitored at the same rate but may be prosecuted and punished at
varying rates. For less harmful acts, marginal expected penalties
ought to fall short of marginal harms caused. Indeed, some range of
very minor acts should be legalized. For more harmful acts, whether
marginal expected penalties should fall short of, or exceed, marginal
harms depends on the balance between monitoring and prosecu-
tion/punishment costs. We also explore how the optimal enforce-
ment policy varies with changes in these costs.

I. Introduction

Laws and regulations to guard the public interest are respected
only to the extent that they are enforced. Since all aspects of en-
forcement—detection, prosecution, and punishment—consume re-
sources, two important issues arise. First, to what extent should soci-
ety enforce compliance: in particular, what should be the relation
between expected penalties on an activity and the harm that it inflicts?
Second, how should enforcement policies be adjusted as enforcement
costs change? Similar questions confront private parties with contract
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and property rights. Employers, for instance, must decide how much
to spend on monitoring workers and how to penalize dysfunctional
behavior (Lazear 1986, 1991; Dickens et al. 1989).

Most previous research on these issues has assumed that each indi-
vidual chooses whether or not to commit one act (the “single-act”
framework) (see, e.g., Becker 1968; Landes and Posner 1975; Polin-
sky and Shavell 1984; Friedman 1981). Realistically, however, truck-
ers can overload a little or a lot, factories choose among many degrees
of pollution, and even burglars decide how many houses to raid.
In such contexts, of marginal deterrence (Stigler 1970), stepping up
enforcement against one level of the activity may induce a switch to
a more harmful act instead. Friedman and Sjostrom (1991), Mook-
herjee and Png (1992), Shavell (1991, 1992), and Wilde (1992) study
the conditions under which marginal deterrence requires penalties
to be graduated. Here, we focus on the optimal pattern of marginal
deterrence as a function of enforcement costs. Our setting is fairly
general: the level of the activity is a continuous variable, and individu-
als derive heterogeneous benefits. We assume that the monitoring
system detects all acts, regardless of their harmfulness, at the same
rate. Acts of differing severity may, however, be prosecuted and pe-
nalized at different rates.

Our first set of results supposes that prosecution and punishment
are costless and only monitoring is costly. Under these assumptions,
Friedman (1981) proved that the average expected penalty should fall
short of average harm.! Here, we show that it is optimal to set mar-
ginal expected penalties everywhere less than marginal harm; that is,
society should impose uniformly less than the first-best pattern of
deterrence. Suppose that an enforcement policy involves marginal
expected penalties equal to or exceeding marginal harms at some
point. If society then reduces monitoring, individuals choosing acts
in that neighborhood will graduate to more harmful choices; this
reduces welfare, but only by a second-order amount. The cut in moni-
toring, however, generates a first-order welfare gain; hence the origi-
nal enforcement policy could not be optimal.?

Not only should marginal expected penalties be everywhere less
than marginal harm, but there should be no enforcement at all
against acts below some threshold. Generally, there are two ways to
deter individuals from causing greater harm. One is to raise the pen-
alties for the more harmful acts, and the other is to reduce the penal-

! Strictly, this argument is an extension of a result in his single-act framework (see
also Polinsky and Shavell 1984).
2 See Sec. III for the argument in detail.
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ties for or, at the extreme, legalize the less harmful acts. Such legaliza-
tion reduces the cost of deterring the greater harms.?

Our next result is that, if prosecution and punishment as well as
monitoring are costly, then marginal expected penalties for minor
acts should be still lower. In particular, the enforcement threshold
should be higher. On the other hand, marginal expected penalties
for more serious acts should be stiffer. The idea is to induce individu-
als to shift away from acts that involve higher prosecution and punish-
ment costs. Since these costs rise with the penalty imposed and more
harmful acts require heavier penalties, the optimal enforcement pol-
icy encourages individuals to shift from more to less harmful acts.

Accordingly, in general, for minor acts, marginal expected penal-
ties should always fall short of marginal harm; for more harmful acts,
the relation between expected penalties and harm depends on the
balance between the costs of monitoring and the costs of prosecution/
punishment. If the latter costs are sufficiently large, then marginal
expected penalties should exceed marginal harm for a range of the
most harmful acts.

Our final set of results concerns how the optimal enforcement pol-
icy varies with changes in enforcement costs. If monitoring becomes
more costly, marginal (and thus also total) expected penalties should
be lower at every level. In part, this means less monitoring. It also
means lower penalties for less harmful acts and, in particular, a
higher enforcement threshold. On the other hand, if prosecution
and punishment become more costly, expected penalties ought to be
reduced for less harmful acts and raised for more harmful ones.

These findings differ sharply from some conclusions based on the
single-act framework. Consider the issue of which harmful actions
should be legalized. According to Posner (1992, p. 224), those that
convey a private benefit exceed the external harm. For example, a
traveler stranded in a forest should be allowed to steal food from
an unattended shack. We contend, however, that Posner’s answer is
underinclusive. It may be optimal to permit some acts, although their
marginal benefits fall short of marginal harms, in order to reduce
the costs of deterring greater harm.

To analyze the optimal relation between penalties and harms, Po-
linsky and Shavell (1992) extended the single-act framework in the
following way. While each individual can commit either one particular
act or none at all, different individuals are capable of different acts.
Polinsky and Shavell prove that “the optimal fine equals the harm,
properly inflated for the chance of not being detected, plus the vari-

3 This was first shown by Shavell (1992) and Wilde (1992) in discrete contexts.
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able enforcement cost of imposing the fine” (p. 133).* This rule im-
plies, for instance, that marginal expected penalties should always
exceed marginal harm, expected penalties should be independent of
monitoring costs, and if prosecution/punishment costs are higher,
expected penalties should be raised for all acts.’

In light of these differences, we believe that it is important to un-
derstand the nature of optimal enforcement in a marginal deterrence
framework. Section II presents the general setting. We derive the
results, first assuming that prosecution and punishment are costless
(Sec. I1I) and then that they are costly (Sec. IV). Section V concludes
the paper.

II. General Setting

Each individual can choose the degree, denoted a = 0, of some act.
Different persons, however, receive different (private) benefits.® We
represent the heterogeneity by a parameter ¢, where a type ¢ individ-
ual derives benefit tb(a) from act a, so at every level of the act, a
higher type derives larger total and marginal benefit.” Let the types
be distributed according to a positive and continuous density, g(f), on
an interval [0, T]. The function b(a) relates private benefits to the
alternative levels of harm. We assume that b(-) is differentiable and
strictly increasing in a. Let lim,_, ., b(a) = b. Since we do not allow
infinitely large punishments, we assume that b is finite; otherwise it
would be impossible to secure any deterrence at all.

The act a imposes external harm h(a), where the function A(") is
differentiable and strictly increasing in a. We should emphasize that
the a could instead represent several distinct actions. What is neces-
sary is that if @ causes more harm than a’, then a must provide more

% Strictly, as Polinsky and Shavell note, the optimal fine is the lesser of this formula
and the individual’s wealth.

5 In Polinsky and Shavell’s setting, the margin of deterrence is extensive. Changes in
enforcement against some act affect only those individuals who are capable of commit-
ting that act. By contrast, we focus on an intensive margin of deterrence: each individual
is capable of every act, so any change in enforcement potentially affects everyone.

8 If all persons were identical, it would be optimal to impose the same act on every-
one. Then the optimal penalty structure would be a step function: the regulator should
legalize all acts up to the optimal level and set maximal penalties for all more harmful
acts. Moreover, in equilibrium, no one need actually be punished, so costs of prosecu-
tion and punishment would be irrelevant. We avoid this unrealistic scenario through
the assumption of a heterogeneous population.

7 Our main results would not be qualitatively affected if we were to let benefits take
a more general structure, as long as a higher type derives uniformly higher total and
marginal benefits. This single-crossing condition is used in most self-selection analyses,
e.g., Cooper (1984) and Maskin and Riley (1984). See, however, Srinagesh, Bradburd,
and Koo (1992).
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(private) benefits to all individuals.® An example of the setting that
we have in mind is long-distance trucking. Each trucker decides on
his vehicle load, and different truckers may derive different benefits
from the same load. Ceteris paribus, the damage to the road surface
rises with the vehicle load.

For simplicity, we assume that all parties are risk-neutral and adopt
a utilitarian approach, that is, one that attaches equal weight to pri-
vate benefits, external harms, and enforcement costs.” Accordingly,
the “first-best” actions a¥* (i.e., those that balance each individual’s
marginal benefit against the corresponding marginal harm) satisfy

th'(aff) = h'(af). (1)

If enforcement were costless and the regulator could distinguish indi-
viduals’ types, each individual should be compelled to choose his or
her respective aj.

To deter overloading, the state highway authority opens roadside
weighing stations at random. Enforcement has three aspects: de-
tecting, prosecuting, and punishing offenders. A station will detect
minor and major overloaders at a common rate, say p. The highway
authority sets a policy of prosecuting a fraction p(a) of all truckers
detected to have taken action a and imposing a corresponding penalty
of monetary value f(a). The penalty, which could be pecuniary or
nonpecuniary, is subject to an exogenous maximum, w.'° For simplic-
ity, we assume that there are no errors in enforcement. We also as-
sume, as seems realistic, that the regulator lacks the information to
condition enforcement directly on a trucker’s type. Accordingly, an
enforcement policy consists of a monitoring rate, ., prosecution rates,
p(a), and penalties, f(a), subject to the constraints

0O=p=1, 0=p@=1, (@)
O0=f(a)=w, f(0)=0. (3)

8 Friedman and Sjostrom (1991) discuss enforcement of marginal deterrence when
this assumption does not hold.

% As we explain below, our main results are not sensitive to this assumption. They
extend to the case in which arbitrary nonnegative weights are applied to private bene-
fits and social harms. In particular, they apply to contexts in which benefits do not
count at all.

101 jke Becker (1968), Stigler (1970), and others, we implicitly assume that the regula-
tor can set the enforcement rate independently of the penalties. See Malik (1990) and
Andreoni (1991) for critiques of this premise. In the case of pecuniary penalties, this
maximum might represent the truckers’ (identical) wealth. The assumption of identical
wealth is not essential. Our analysis actually pertains to all individuals with a particular
wealth level. We can perform the analysis separately for each wealth group. The only
necessary modification is that a common monitoring rate must apply to individuals
with different wealth. But this will not affect our qualitative results.
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Given some policy, type ¢ will choose a, to maximize

th(a) — wp(a) f(a) = th(a) — e(a), (4)

where e(a) = pp(a) f(a) denotes the expected penalty on act a. We
say that the schedule of actions, a,, is implemented by the enforcement
policy {w, p(-), f(-)} if it maximizes (4) for all ¢.

We now specify the nature of enforcement costs. The costs of moni-
toring will depend mainly on the number of trucks inspected. For
simplicity, we assume that the cost of monitoring at rate p is ¢, per
truck, so the total monitoring cost is

T
CMFLIO gydt = cpyp.

By contrast, the costs of prosecution and punishment will depend not
only on the number of trucks prosecuted but also on the penalty. Let
¢p(f), where cp(-) > 0, be the cost of prosecuting and imposing a
penalty of monetary value f on one individual. Further, let the total
cost of prosecution and punishment be simply the sum of the costs
for each individual, that is,

T
k] p@)er(f@)g@d,

where a, represents the schedule of actions chosen by the various
types.

Having laid out the setting, we are ready to describe the optimal
eriforcement policy. This policy maximizes

T T
W= | [tha) ~ h@)lg@dt = ney — b | p@a)er(fa)g®dt ()

subject to the constraints that the policy satisfies (2) and (3) and that
it implements the schedule a,.

Analytically, the most convenient approach is to treat the schedule
of actions, a,, as the principal choice variable. The class of feasible
schedules is subject to two restrictions. First, higher types cannot be
compelled to choose less harmful acts; that is, a, must be nondecreas-
ing, essentially because higher types derive greater marginal and total
benefit: than lower types. Consider types s and ¢ (s < ¢). By (4), tb(a,)
— e(a,) = th(a,) — e(a,) and sb(a,) — e(a,) = sb(a,) — e(a,). Adding
these two conditions, we obtain (¢ — s)[b(a,) — b(a,)] = 0, which
implies that a, = a,.

The second restriction arises from the limit on penalties. We give a
heuristic argument here and leave a rigorous proof to the Appendix.
Define the indirect (maximized) utility function, V(t) = th(a,) — e(a,).
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Then by the envelope theorem, if the schedule a, maximizes utility
for each type,

V'(t) = b(a,). (6)
Assuming that the schedule g, is continuous,'!
and substitute for V to obtain

th(a,) — e(a,) = jot b(a,)dr.

we can integrate (6)

Rearranging, we have the expected penalties necessary to implement
the schedule q,,

e(a) = (@) — | bla,)dr. (7)

Condition (7) specifies expected penalties for all acts actually cho-
sen by some type; that is, a € [a,, ar], where a, and a are the acts
selected by the lowest and highest types, respectively. To implement
the schedule a,, the enforcement policy must also deter all individuals
from acts more severe than ar. Since benefits increase with type ¢, a
sufficient condition is that the policy deter the highest type T from
alla > ar, thatis, Tb(a) — e(a) = Tb(ar) — e(ar), all a > ay. Rearrang-
ing, we have e(a) = T[b(a) — b(ar)] + e(ar), which sets a lower bound
to the expected penalties on acts a > a;. Without loss of generality,
the expected penalty can be set equal to this lower bound. Then,
substituting for e(a;) from (7) above, we obtain

e(a) = Th(a) — fOT b(a,)dr 8)

for alla > ar.

Now the expected penalty on any act cannot exceed the maximum
possible punishment w. Let a — <«; hence it follows that a schedule
a, can be implemented only if it satisfies

_ T
w=Tb — fo b(a,)dr, 9)

which is the second restriction on the set of feasible schedules a,.
Notice that, by (9), if society seeks more deterrence (i.e., to impose
lower a,), then b(a,) will be lower; thus the right-hand side of (9) will
be higher. Accordingly, the maximum possible penalty, w, sets a limit
to how much deterrence is feasible. The essential reason is that, by (7),
if society wishes to reduce some a., it must raise expected penalties for

' We show below that the optimal schedule will be continuous.
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all more harmful acts, a,, for ¢t > 1. Expected penalties, however,
cannot be raised beyond w. This is the key to understanding the
results of the following section.

We have shown, heuristically, that a pattern of behavior, a,, can be
implemented only if it is nondecreasing and meets (9). In the Appen-
dix, we prove formally that these conditions are necessary and also
sufficient. Accordingly, in seeking the optimal enforcement policy,
we can limit attention to policies inducing choices that satisfy these
two conditions.'?

LEMMA. A schedule of choices, a,, can be implemented by some
enforcement policy if and only if a, is nondecreasing and it satisfies
equation (9):

- T
w=Th - [ ba,)dr.
0
The requisite expected penalties are
t(a)
(@) = ta)b(a) = [ * bla)dr, (10)

where ¢(a) denotes the highest (supremum) type 7 selecting an a, < a.
By the lemma, the expected penalties necessary to enforce an im-
plementable pattern of behavior a, are

@) = (@ f@ = 1@b(@) — [ ba)dr.

From these penalties we can derive the corresponding monitoring
rate. By (2) and (3), respectively, 1 = p(a) and w = f(a); hence the
monitoring rate must satisfy

t(a)
pw = t(a)b(a) — Jo b(a,)dt foralla.

Since this lower bound is increasing in a, we obtain an equivalent
condition by letting a — o:

n 2% [TZ - fT b(aT)dT]. (11)

0

From equation (5), for welfare from an implementable schedule a, to
be maximized, monitoring must be minimized subject to (2) and the

12 Strictly, the lemma defines expected penalties only for acts actually chosen, i.e.,
a € [ag, ar]. Provided that expected penalties for a > a; are severe enough that no
type deviates to such a, these penalties will never be applied and so do not affect
welfare; likewise, if expected penalties for a < a, are sufficiently low. Accordingly,
subject to this proviso, for simplicity, we can limit attention to penalties on a € [a,,
arl.
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schedule being implemented. Consider setting

W= % [TZ - jT b(a,)ah].13 (12)

0

Since b(*) is increasing,

_ T
Th — j b(a,)dr
0

> 0.
w

Further, by (9), since a, can be implemented,

— T
Th — f b(a,)d
0

=1
w

Thus (12) meets (2) and hence must be the optimal monitoring rate.

III. Costless Prosecution and Punishment

As a first step toward characterizing optimal enforcement policies,
we assume in this section that prosecution and punishment are cost-
less (cp = 0). In this case, it is optimal to prosecute every person
detected by the monitoring system, that is, set p(a) = 1 for all a. If
we substitute ¢, = 0 and (12) in (5), welfare simplifies to

W = fOT (th(a,) — h(a,)g(t)dt — %M [T?S - fOT b(a,)d’r].

So, by the lemma, the regulator seeks a schedule of actions a, and an
enforcement policy to maximize

T c Tbe
W = jo {[t + @"(40] b(a,) — h(a,)}g(t)dt - TM (13)

subject to a, being nondecreasing and (9).

13 We reiterate that it is optimal for constraint (11) to bind even though prosecution
and punishment are costly. Implementation of some a, defines a schedule of expected
penalties, e(a) = up(a)f(a). If the regulator were to increase monitoring, she could
then proportionately reduce prosecution rates without affecting expected penalties.
Prosecution costs,

T
b [ pader(f@Dg®as

however, would remain unchanged. So society would be worse off by the increase in
monitoring costs. Accordingly, monitoring should be kept to the minimum.
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Let v/w be the Lagrange multiplier on (9). Then consider maximiz-
ing pointwise

Cy TV
[t + vz () ]b(a) — h(a). (14)

Suppose that the density g(¢) is such that ¢t + [(c), + v)/wg(t)] is every-
where nondecreasing in ¢, as will be true if ¢ is uniformly distributed.
Then the pointwise solution defines a continuous, nondecreasing
schedule a,and, hence, solves the regulator’s problem.'* The schedule
a, defined by (14) is continuous because the density function g(¢) is
continuous. Having found the optimal schedule a,, we must derive
the enforcement policy that implements it at minimum cost. The
monitoring rate is given by (12). Since p(a) = 1, the requisite expected
penalties e(@) = nf(a); hence, by (12) and (10), the actual penalties
must satisfy

t(a)
u@m@—L b(a,)dr

fla) = w (15)

_ T
Th — f b(a,)dr
0

We next describe several key qualitative properties of the optimal
enforcement policy. By (14), if the optimal act a, > 0, then it must
satisty the first-order condition

cytvi,, o,
P+Z%m]bmg—hMJ (16)

Since ¢y > 0 and v = 0, (16) and (1) imply that a, = a}*;'® that is, the
regulator should enforce less than the first-best degree of deterrence
on all types. To enforce this, marginal expected penalties should be
less than the corresponding marginal harms at all levels of the activity
actually chosen. To see this, note that, by (4) with p(a) = 1, for the
various types to voluntarily choose the schedule a,, it must satisfy the
first-order condition

'(a) = nf'(a,). (17)

14 Below, we shall argue that our results are not qualitatively changed if the density
does not meet this condition for all ¢.
1> The inequality is strict if the first-best act a} > 0.
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Substituting in (16) above, we get

-1
’ _ CMm + v '
mf'@) = [1 ey ] W), (18)
which implies that wf'(a,) < h'(a,), as claimed.!®

The single-act analyses of Friedman (1981) and Polinsky and
Shavell (1984) suggest why it is not optimal to match or exceed the
first-best pattern of deterrence everywhere. Suppose otherwise that
all choices are first-best. Then society should reduce monitoring. In-
dividuals will shift toward more harmful acts, but since their original
choices were first-best, their incremental benefits will almost balance
the corresponding incremental harms. The reduction in monitoring,
however, will cut monitoring costs by a first-order amount, unequivo-
cally raising welfare. The same argument applies a fortiori when the
original choices are less harmful than first-best.

In the marginal deterrence setting, we prove that it is not optimal
to match or exceed the first-best degree of deterrence for any type.
The key is to realize that the limit on punishments, w, constrains how
much deterrence (costless) penalties alone can provide. Without such
a constraint, any desired pattern of deterrence could be achieved at
minimal cost by combining arbitrarily low monitoring with sufficiently
steep penalties.'”

Given the limit on punishments, w, suppose that an enforcement
policy involves marginal expected penalties equal to marginal harms
at some point. Consider first reducing penalties at that and all higher
points. Individuals choosing acts in that neigborhood will graduate to
more harmful choices, reducing welfare, but only by a second-order
amount. For others, whose original choices were further away, the
variation will be inframarginal; hence they will not change their ac-
tions. The variation reduces the difference between the penalties for
the most and least harmful acts to less than w. Society should then
use this freedom to raise penalties everywhere and reduce the moni-
toring rate, while preserving marginal expected penalties. The cut
in monitoring generates a first-order welfare gain; thus the original
enforcement policy could not be optimal.

16 This argument applies to all acts actually chosen by some type. The same also
holds for all less harmful acts, a < ay, where a, represents the choice of type 0. For
such a < a,, expected penalties should be set to zero, so marginal expected penalties
will be zero and will be clearly less than marginal harm. Regarding a > ar, penalties
converge to w as a —> ®; hence marginal expected penalties must eventually vanish.
By contrast, marginal harms will typically be positive, so for a > ar, marginal expected
penalties will eventually fall below marginal harms.

17 Friedman (1981) and Polinsky and Shavell (1984) also assume that punishments
are limited.
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The same argument applies, a fortiori, if marginal expected penal-
ties originally exceed the corresponding marginal harms at some
point: in this case, allowing individuals in that neighborhood to cause
more harm will itself generate a first-order welfare gain.

Our results are not substantially affected even if ¢ + [(cy +
v)/wg(?)] falls with ¢ over one or more intervals [¢', {"]. In this case,
(14) characterizes the optimal acts for types ¢’ and ¢", and all interme-
diate types will be pooled at the common acta = a,, = a,. There will
be a kink in the expected penalty function at a to effect this pooling
of types. The techniques of Myerson (1981) and Maskin and Riley
(1984), however, show that such pooling does not affect the qualita-
tive properties of the optimal enforcement policy. For instance, by
(14), it will be optimal to allow type ¢" to cause more than its first-best
degree of harm, that is, a, > a;. Since a,» = a, all ¢t € [¢, ¢"], and, by
(1), af > a¥, all t < ¢", it follows that a, > a¥, all t € [¢’, t"]; that is, it
will be optimal to allow all the other types within the interval [¢', ¢"]
to cause more than their first-best degree of harm as well. Accord-
ingly, from now on, we ignore the constraint that a, be nondecreasing.

Our next result is that the regulator should legalize all acts below
some threshold, ay. By (14), the optimal action for type ¢ arbitrarily
close to zero maximizes

[CM+V
wg(0)

If monitoring is sufficiently costly in the sense that

]mm—hmy (19)

cy tVv], S g
[__wg 0) ]b (0) > A'(0), (20)
then this type should choose some a, > 0. To induce such a choice,
the expected penalties for all less harmful acts should be zero. By
legalizing acts below some threshold, the regulator causes more harm-
ful acts (above the threshold) to become relatively less attractive and,
hence, can deter them at a lower cost.

We can also say how optimal enforcement depends on the maxi-
mum possible punishment, w. An increase in w would reduce v and
so lower the left-hand side of (16), which means that society should
step up deterrence. Intuitively, the higher w increases the scope for
deterrence through penalties; hence it is optimal to adjust accord-
ingly. In the Appendix, we prove that a fall in monitoring costs,
cy» would also reduce the left-hand side of (16). Intuitively, when
monitoring (hence deterrence) becomes less costly, society should
move closer to the first-best pattern of deterrence.
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ProprosITION 1. Under the enforcement policy that is optimal when
prosecution and punishment are costless,

a) provided that monitoring is sufficiently costly, some range of less
harmful acts should be legalized;

b) the marginal expected penalty should be strictly less than the
corresponding marginal social harm for any act actually chosen;
and

¢) if the maximum possible punishment, w, is lower or the cost of
monitoring, ¢, is higher, the regulator should (i) reduce the
monitoring rate, (i) raise the enforcement threshold, and (iii)
reduce the expected penalty on all more harmful acts chosen, in
both absolute and marginal terms.

To illustrate the foregoing results, consider the following exam-
ple. Let b(a) = b — e ®2 h(a) = ha, with B, h > 0, and ¢ be uniformly
distributed on [0, 1]. Suppose that monitoring is sufficiently costly
that, under the optimal pattern of choices, a,, there will be an enforce-
ment threshold, and, further, constraint (9) will not bind, in which
case, v = 0.!® If we substitute in (16), the optimal actions are

_1, [B C_M_)
a,—Bln[h <t+w ] (21)
Hence, all levels of the activity up to
_ L (Bem
a, = 5 ln( P ) (22)

should be legalized. If we substitute (21) in (12) and (15), the optimal
monitoring rate and penalties are

b= E%ln(l + i—) (23)
and
0 ifaSa,O,
1 Cn _ h  h hw).
= {=lha+—eP—=—+—-In—/| ifgy<a<a,,
fl@) p(“ w B B Bew) T (o9
w—&e‘B“ ifa=a,.

18 A sufficient condition is that ¢;/w > max{h/B, [exp(wB/h) — 1]7'}.
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Now let B = 5, h = 1, and w = 20, and focus on the effect of
increases in the cost of monitoring, c,;, on the optimal enforcement
policy. Figure la graphs optimal expected penalties when ¢,; = 0, 5,
and 10, respectively.' The expected penalty function when ¢,, = 0,
the first-best case, coincides with the external harm. When ¢,; > 0,
the optimal expected penalty is zero up to the enforcement threshold
ay and then begins to rise.?’ Note that the higher the cost of monitor-
ing, the higher the enforcement threshold and the lower and flatter
the expected relative function should be. By contrast, the single-act
analyses of Landes and Posner (1975) and Polinsky and Shavell (1992)
prescribe marginal expected penalties equal to marginal harm plus
enforcement costs; thus they are clearly higher than marginal harm.
This is one of the key results that distinguish single-act from marginal
deterrence settings.

In figure 15, we graph the corresponding choices of action. The
higher the monitoring cost, the less deterrence society should try to
impose. This is represented by the schedule a, shifting uniformly
upward. Notice that as ¢, rises, the optimal action a, increases rela-
tively faster for lower types.?! Next, figure 1¢ shows that, as the cost
of monitoring rises, it is optimal to uniformly reduce penalties. By
contrast, in the framework of Polinsky and Shavell (1992), to the
extent that an increase in the cost of monitoring makes it desirable
to reduce monitoring, all penalties should be raised.

The example highlights yet another key distinction. If marginal
expected penalties equal marginal harm plus enforcement costs, then
they will be independent of the pattern of private benefits. In the
marginal deterrence framework, however, the optimal enforcement
policy clearly does depend on private benefits (see [12] and [15]
above). Figure 2 plots optimal expected penalty functions for = 5,
10, and 15 with ¢); = 5. As may be seen, the effects of raising mar-
ginal benefits are quite complex. On the one hand, as B increases,
each type derives more benefit from the activity. Since benefits count

19 The expected penalty functions in the figure have a second parameter, namely,
the cost of prosecution and punishment, which, for the moment, is set equal to zero.

2 The penalties on acts more harmful than those chosen by the highest type, i.e.,
a > a;, are not unique. For instance, the optimal schedule of actions can also be
implemented by penalties that jump to w for a > a, or any increasing function that
lies between w and the function graphed in fig. la. In the figure, we have used the
lowest penalties on a > a, sufficient to implement a,. This also ensures that the schedule
f(a) will be continuous.

21 By (17), individuals’ choices are guided by t'(a,) = pf'(a,). As monitoring costs
rise, the cost of enforcing a given pattern of behavior a, rises. To economize, it is
optimal to compress the range of acts actually chosen, thereby reducing the lower
types’ incentive to switch upward to more harmful acts.
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in social welfare, this is an argument for allowing more harm, that
is, weaker enforcement. On the other hand, ceteris paribus, higher
marginal benefits induce all persons to choose more harmful acts. So
unless enforcement is strengthened, all types will gravitate toward
causing more harm.

IV. Costly Prosecution and Punishment

We turn next to study optimal enforcement when prosecution and
punishment as well as monitoring are costly. Recall that the regulator
seeks a schedule of choices, a,, and an enforcement policy to max-
imize (5) subject to a, being nondecreasing and meeting (9). Before
characterizing the optimal choices, we solve for the optimal enforce-
ment policy as a function of an implementable schedule of choices.
From (12), we have the monitoring rate. It remains to derive the
prosecution rates and the penalties.

Referring to (5), to maximize welfare from an implementable
schedule a,, we must, for each type ¢, minimize prosecution and pun-
ishment costs

ILP(at) CP(f(at))g(t) (25)

subject to (2) and (3) and provided that expected penalties are suffi-
cient to implement the schedule. By (10), the latter condition is

wp(@) fla) = hia) = [ bla)dr

To minimize prosecution and punishment costs, prosecution rates
and penalties should be set so that this constraint binds; hence

wp(a,) f(a) = [tb(a,) - fot b(a,)dT]. (26)

Substituting in (25), the regulator seeks to minimize

cp(f(a) [ : ]
wp(a)cp(f(a))gt) = @) th(a,) fo bla,)dv|g)  (27)
subject to (3), for all ¢.
Let f minimize ¢, (f)/f subject to (3). This “efficiency penalty” solves
(27) for all £.*2 By (26), to obtain the requisite expected penalty, the

2 The steeper the marginal prosecution and punishment cost, ¢5(-), the smaller the
efficiency penalty f.
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regulator should vary the prosecution rate,*®

th(a,) — f "b(a,)dr
pla) = L : (28)
pf

Let ¢p represent the cost of prosecution and imposing the opti-
mal punishment on one individual, that is, ¢p = ¢p( f ). If we substitute
(12), (27), and the optimal penalty in (5), welfare is

W = fOT [th(a,) — h(a)g(t)dt — %‘ [TZ - fOTb(a,)dT]
’ T t (29)
P

_ ?fo [tb(at) - J;) b(a,)d*r]g(t)dt.

Let G denote the distribution function of ¢. Then, if we integrate by
parts and rearrange terms, welfare is

_l,_1-6@ _
W= ({ e f[t g0 ]}b(“’) )

They, (30)

X g(t)dt —

The regulator seeks a schedule of choices, a,, to maximize (30) subject
to the schedule being nondecreasing and meeting (9).

We can now characterize the optimal pattern of behavior. As be-
fore, let v/w be the Lagrange multiplier on (9). Then the optimal
pattern pointwise maximizes

cmtv |, 1-G@® _
{‘ tug0 7 [‘ 20 ]}b(“) wa) GD

BIf f = w, then, by (12),
?=Th ij( Vit = th(a,) — ij( )d
wi= | bladr=iba) — | bla)dr,

so (28) gives p(a,) < 1. If f < w, for very high a, we may find that

T .

th(a) — | ba,)dv>pf.

0

In this case, the regulator should set p(a) = 1 and graduate the penalty, f(a), from f

up to the maximum w so as to satisfy (26). This does not affect our key conclusions,
which we derive in terms of expected penalties.
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If the optimal a, > 0, it will meet the first-order condition

cut v ép _l—G@H, _
{t + —wg(t) f [t —g(t) b'(a) = h'(a). (32)

The multiplicand
g —[1 = G@®)] (33)

in (32) represents two conflicting effects of costly prosecution and
punishment. Suppose that society were to raise a,, allowing type ¢ to
cause more harm. Then, by (28), the regulator must enhance the
prosecution rate on a, by an amount proportional to ¢. This serves to
deter types T < ¢t from switching up to the new, higher a,. The higher
prosecution rate applies to all type ¢ individuals. Accordingly, the
additional prosecution and punishment costs carry a weight #g(). On
the other hand, if g, is higher, it will become relatively more attractive
to types T > t. These types will become less inclined toward their
original choices, that is, acts more harmful than a,. By (28), the regu-
lator can uniformly reduce prosecution rates on such a > a, without
affecting marginal deterrence. This reduction in prosecution and
punishment costs carries a weight 1 — G(¢), which is the second term
in (33).

Suppose that the distribution of types meets the following three
regularity conditions: g(0) is finite, g(T) is positive, and the in-
verse hazard rate, [1 — G(#)]/g(¢), is decreasing in ¢.2* The latter con-
dition implies that there will exist some critical value ¢ below which
t — {[1 — G@®)]/gt)} < 0 and above which ¢ — {[1 — G()]/g(t)} > 0.
When we compare (32) with (1), the optimal degree of deterrence
is unequivocally less than first-best for types ¢t < #.25 For these types,
the saving on enforcement against acts a > a, outweighs the increased
prosecution and punishment required on the act g, itself. Indeed,
prosecution and punishment costs provide a further reason for an

! The uniform distribution satisfies all three conditions.

% We emphasize that, even if monitoring costs ¢y = 0, it is optimal to set marginal
expected penalties less than marginal harm for types ¢ < #. By contrast, the single-act
models of Landes and Posner (1975) and Polinsky and Shavell (1992) prescribe penal-
ties that exceed harm by prosecution and punishment costs. Friedman (1981) shows
that costly prosecution may imply an optimal expected penalty above or below the
social harm, depending on the supply elasticity of the acts. As we show next, the
marginal deterrence framework yields a less ambiguous answer: the optimal marginal
expected penalty lies below marginal harm only for the less harmful acts, essentially
because penalties (hence prosecution and punishment costs) rise with the harmfulness
of the act.
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enforcement threshold.?® The threshold act should be set to maximize

) (34)
wg®)  fg(0)

By contrast, for types ¢ > ¢, the balance tips the other way: the
increased prosecution and punishment cost required on the act a,
outweighs the saving on enforcement against acts a > a,. The essential
reason is that the latter saving depends on the weight 1 — G(t) of
types T > t. Obviously, the closer ¢ is to T, the smaller 1 — G(¢) will
be. Accordingly, for types ¢ > 7, the optimal degree of deterrence will
exceed that when prosecution and punishment are costless.

We now summarize the key results of this section.

ProprosITION 2. Under the enforcement policy that is optimal when
prosecution and punishment are costly,

a) provided that prosecution and punishment are sufficiently costly,
some range of less harmful acts should be legalized;

b) provided that the inverse hazard rate of the distribution, G(¢), is
decreasing in ¢, there exists a critical type ¢ such that the marginal
expected penalty should be strictly less than the corresponding
marginal social harm for all acts a < a;; and

¢) if the cost of prosecution and punishment, ép, is higher, the regu-
lator should (i) raise the enforcement threshold and (ii) provided
that the inverse hazard rate is decreasing in ¢, reduce marginal
expected penalties on all acts ¢ < a; and raise marginal expected
penalties on all more serious acts.?’

To illustrate the foregoing results, we augment the example of
the previous section to include the prosecution and punishment cost,
¢p. For simplicity, we assume that ¢, is scaled such that the efficiency
penalty f = w. Further, as before, we assume that there will be an
enforcement threshold and that (9) does not bind, so that v = 0.28

% The existence of a threshold to enforcement is a very robust result. Thresholds
seem very common in practice: “If we take away the licence of every incompetent
lawyer in New York City, we wouldn’t need to recycle the New York Times” (Adam
Schiff, New York City District Attorney, in Law and Order, NBC [ January 13, 1993)).

27 For brevity, we omit the proof of this proposition.

2 Sufficient conditions are that

-1
cy +p> max{-u-éé,w[exp(-u;l—[3 - l)] }

and that ép < Ye[w — (h/B)].
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In this case, the optimal schedule of actions is

a,(cas Cp) = %m{% [t + %‘}—4 + 5;05(1 - 2t)]}. (35)

Hence, the enforcement threshold

1 In [B(CM + 5p)]
B hw ’

which is increasing in both monitoring and prosecution/punishment
costs. By contrast, the choice of the highest type

w=gle (o)

depends on the difference between monitoring and prosecution/pun-
ishment costs. So whether the highest type’s choice exceeds or falls
below first-best depends simply on whether monitoring is more or
less costly than prosecution and punishment.

For purposes of the following diagrams, we continue to maintain,
as in the previous section, B = 5, »# = 1, and w = 20. Each graph
has two arguments, ¢, and ¢,. To focus on prosecution and punish-
ment costs, we assume that ¢,;, = 0. Figure 3a plots optimal expected
penalty functions for ¢, = 0 and ¢, = 5, 8. The higher the prosecu-
tion and punishment cost, the uniformly lower the optimal expected
penalty. Further, within the range of acts actually chosen by some
type, marginal expected penalties are less than marginal harm for
less harmful acts and then rise to exceed marginal harms for more
harmful ones.

Figure 3b presents the corresponding schedules of choices. The
most striking aspect of these graphs is that optimal choices neatly
divide at ¢ = . Lower types are deterred less than first-best, whereas
the opposite holds for higher types. The higher the cost of prosecu-
tion and punishment, the narrower the range between the choices of
the lowest and highest types. By compressing this range, the regulator
reduces the lower types’ temptation to switch up to more harmful acts
and, hence, can economize on prosecution and punishment. Figure 3¢
presents the corresponding prosecution rates. The higher prosecu-
tion and punishment costs, the uniformly lower optimal prosecution
rates.

Finally, we illustrate optimal enforcement policies when monitoring
as well as prosecution and punishment is costly. Figure 4 presents
optimal policies for (¢, €p) = (6, 2) and (2, 6). As the cost of prosecu-
tion/punishment rises relative to the cost of monitoring, optimal ex-

a0=
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pected penalties shift upward, as do marginal expected penalties (fig.
4a). Further, it is optimal to compel all types to cause less harm,
and, in particular, a range of high types should be deterred beyond
first-best (fig. 4b). Finally, somewhat surprisingly, prosecution rates
should be higher, in both absolute and marginal terms (fig. 4c). The
increased prosecution serves to compress the range between the
choices of the lowest and highest types.

V. Concluding Remarks

While we took a utilitarian approach in this paper, we should empha-
size that similar results apply when society attaches different weights
to private benefits and external harms and, in particular, to acts so
reprehensible that society attaches zero weight to private benefits. All
that need be done is to adjust the welfare function in (5) to reflect
the disparate weights. Then the conditions corresponding to (14) or
(32) would show that the lower society’s weight on the private benefits
from some act, the more it should be deterred and, consequently, the
steeper should be the schedule of expected penalties.
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Appendix
Proof of the Lemma

In the text, we proved that a schedule a, can be implemented only if a, is
nondecreasing. To show that (9) is also necessary, note that, by Mirrlees
(1986, lemma 6.1), the indirect utility function V satisfies the integral equation
corresponding to (6),

V() = V(0) + j{: b(a,)dr,

from which (7) follows. The argument in the text then establishes that (9) is
necessary.

It remains to show that the two conditions are also sufficient. Given a
schedule a, that i1s nondecreasing and meets (9), we can set expected penalties
according to (10), with ¢(a) defined as in the lemma. For instance, set p(a) =
1, all @, and p and f(a), all a, according to (12) and (15), respectively. We
must show that these expected penalties will implement the schedule q,.

Recall that ¢(a) is the highest (supremum) type 7 that selects an a, < a. If
a, is strictly increasing, t(a;) = t, and hence, by (10),

(@) = e(a) = [ bla.)dr (A1)

for all ¢. We contend that (A1) also holds if a, does not strictly increase
everywhere. Suppose, for instance, that a;, = 4, all s € [t', t"]. Then t(a,) =
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t', all s € [t', t"]; hence, by (10),

(@) = e@) = £'6@) - [ bla)ds = @) + (" = 9b(a)- [| ba)ds

= sb(a,) — fo b(a,)dr,

since a, = 4, all T € [/, t"]. We now show that (A1) implies that type ¢ will
prefer a, to all other a.

i) First, we show that ¢ prefers q, to all a, chosen by some other v € [0, T].
Suppose that v < ¢t. Then

t
th(a,) — e(a,) — [vb(a,) — e(a,)] = fv b(a,)dr.
But, by hypothesis, a, is nondecreasing and b(-) is increasing; hence
t
[ b@ydr= - vbia,) = thia,) - vba,),

and thus
tb(a,) — e(a,) = th(a,) — e(a,).

Similarly, when v > ¢, we can also show that ¢ prefers a,.
1) Next, we show that ¢ prefers a, to all a > a;. Note that no type chooses
these a. By (10), for a > ar,

T
Th(a) — e(a) = f b(a,)dr;
0
hence, by (A1) applied to ar, we have
T
Tha) = e(@) = | bla,)dr = Th(ar) ~ e(ar);

that is, type T is indifferent between a; and any a > a;. For such a > ar,
b(a) > b(ar); hence all t < T will prefer a; to any a > a;. In part i, we showed
that ¢ prefers g, to ar; hence he also prefers q, to all a > a.

iii) Finally, we show that ¢ also prefers a, to all a < a; that are not chosen
by some other 7. Since a, is nondecreasing, such a exist only where the a,
function jumps, say at some ¢'. If t' = 0, then, by (15), f(a) = 0, all a < a,.
Since b(:) is increasing, ¢’ will prefer a, to any a < a,. Hence, by part i, all
higher types will prefer their assigned a, to any a < a,.

Suppose instead that the jump occurs from a’ to a” at ¢’ > 0. All ¢t < ¢’
prefer some a close to a’ over a". Likewise, all t > ¢’ prefer some a close to
a" over a'. Hence, by continuity, type ¢’ must be indifferent between a’ and
a", and so also among all a € (a’, a”"); that is, t'b(a) — e(a) = t'b(a") — e(a"),
all @ € (a’, a"). Since b(:) is increasing, this means that, for all ¢t > ¢', th(a") —
e(a”) = tb(a) — e(a); that is, higher types will prefer a” to any a € (a’, a").
Similarly, all ¢ < ¢’ will prefer a’ to any a € (a', a"). Thus, by part i, all types
will prefer their assigned a, to any a € (a’, a”). This completes the proof of
the lemma. Q.E.D.



MARGINAL DETERRENCE 1065
Proof of Proposition 1

We have proved parts a and b and the effect of changes in w in the text; it
remains to prove the effect of changes in ¢,;. We first establish that ¢;; + v
cannot fall as ¢, increases from ¢y, to cj;. Suppose otherwise. Then, by (14),
a, will fall, from a; to a; say, at all ¢, where a; > 0, and remain unchanged
elsewhere. So [¥ b(a,)dr will fall also. If this causes (9) to be violated, we have
a contradiction. Hence a, must continue to satisfy (9). By (12), monitoring
should increase, say from p’ to n". Hence

T T
[t ~ h@nlg®de — wei = [ [thia)) — halg(®d = w' ch,
that is,
[ (biat) - @il - b)) - @i g@di= (' - wick-  (A2)

But, by hypothesis, the schedule a; and monitoring p' were optimal when
the monitoring cost was c,,, so

[ (bia) - hiai = 1he)) = e gd = (W' — w)cs

Combining this with (A2), we have ¢y, = ¢}, which is a contradiction.

Therefore, when ¢y, rises, ¢y, + v either increases or remains unchanged.
From (14), the smallest harm subject to enforcement should be the a that
maximizes

CM + v
wg(0)

hence, if ¢); increases, the regulators should legalize a wider range of harms.
Also, by (14), the schedule q, rises at all ¢, implying that [{ b(a,)dT will rise;
hence, by (12), it will be optimal to reduce monitoring.

Since the optimal g, rises, the type t(a) corresponding to each harm q falls,
implying that the marginal expected penalty pf'(a) = t(a)b’(a) also falls.
Since the expected penalty for no harm continues to be zero, it also falls for
all chosen acts. Q.E.D.

b(a) — h(a);
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