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ON LARGE DEVIATION PROBABILITIES OF
U-STATISTICS IN NON LL.D CASE

By RATAN DASGUPTA
Indian Slalistical Instifule

SUMMARY Under a rather atringent moment assumption on the kernel wo computs
large probabilities of U intl

1. INTRODUOTION

After the work of Hoeffding on limiting distribution of U-statistics,
various authors studied the rates of convergence of U-statistics to normality
see e.g. Grams and Serfling (1973), Bickel (1974), Chan and Wierman (1977),
Callert and Janseen (1978) and Ghosh and Dasgupta (1980). However the
problem of computing the large deviation probabilities for U-statistica has
not received any attention. In this note using a simple technique we approxi-
mate the said probability in terms of that for independent summands. Our
main result is stated below.

Let U, be a U-statistic with kernel ¢ and degree r, based on independent
observations Xy, ..., X,. Tnthei.i.d case Hoeffding showed if E¢(z'l )=,

N iy .. ig then,

W) = 551 £ RN -Hoplh)
-l

where
Yioalmy) = BB(X, - X)X, ==,]
- n—1\= . . . .
VI Xy = ( r—-l) \ <".2.‘,' cicn 0. O L AT
and

S piot
= I BY(Xy).
=l

Supposo tho kernel satisfies o certain moment oondition (vide 3.8) ;
inf n-143> 0
L

AME (1080) subfsct olassifoation ; BOF10.
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und
lim n-tog P (53" é, YK > av/a) =p
is finite; then our main result is
P(Uyf(rsa) > ajy/m) = P (a:‘ ‘:E‘%"(X 0> ﬂ\/n) (140 (1)) which implies
that lim 77t log P(Un/(rss) > a/+/n) = p.

2. ESTIMATE OF BEMAINDER IN U-STATISTICS
Let {X,,n 2> 1} be a seq of independent, but not ily identi-
cally distributed random variables. A U-statistics with kernel ¢ and degree
7, based on X, X,, ..., X, (n > 1), is defined by
7y~
o= (7)

" r

X0 X 2
1<c.<...<.',<,.¢( 1 o Xy) (21

where tbe kernel ¢ is symmetric in its arguments.
For the sake of completoness and furthor reference below (vide 2.9), we give
& Hoeffding (1981) decomposition for U-statistics in the non i.id case (sco
also Ghosh and Dasgupta, 1980). We give tho decomposition for the case
r = 3; generalisation for other values of r follows easily. Without loss of
generality let E¢(X‘,, X‘., X's) =01 <i;<iy Kn. Let
‘ { -
'r”lla,ls(xu’ = ¢‘12,‘l(a:’l) = EM(X‘:’ A't‘ X,S)IX,‘ = I‘l]
Liy #ig#£i; < n. w (22)
B, 2,) = BIPX,, X X)X, =2, X, =2,
15 #h#i,Kn; - (23)
Y@, 3,) = BN 1)~V 2V o)
IQih #i #i<n we (24)

VI'..‘:,‘: Y fa
(@ 2igs %) = U2y 5 By Tag) =¥y (o2 =V 1474

YR )~V ey 3~V e ) VN )

1CH #Fh#i n, e (28)
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Writing
S, _ n—1y -t X
oo = (*5)7 B, Vo,
#
.
j (=2 T PR X
Y&(Xe, Xyg) = (n )._lw”'ﬂ'(t f)
.
v = -t 3P0,
=1
yo= (2 53 9E,X)
B4 1€i<ikn
and

niy-1 1108,
7o = hrBP) X, X X
. (3) L LA AR TRl

one baa the representation
U,=3VO4+3V®4 7O,

The following facts can be easily verified
X
By} (X) =0, BYER(X,, X )1 X, =) =0 ne,

B[y Xop X XX, =2, X, =2,]=0 se,

By X, Xy, TIX, =2,)=0 ne.
Tt follows from (2.10)-(2.12) that
E [wg',‘(x,l),p:"(xﬁ, 1] =0
for any 1Qig##6HKn 1Cin #4660
B vy (X, X i, X)) =0,
for eny 1o 20, £, Kn, 1 K0 £ 1, #£1y & 55 1y £ 1y

2 114,09
E [ W’.L(‘(Xg‘)l/" X Xy X‘l)] =0

(2.8)

.@en

Y )

. (29

(2.10)

.2

(213)

(214

(2.15)
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for any | Kip AR #E L Kn 1 Qi iy #F i Kn;
o o
B[ gpaux,, X, gyt X X x‘;)] =0 o (218

for any (€ ip #i #ia K, 1 i #3y # 1y < n, whenever (i, i) and

(i3, 73: 1y} 8re disjoint;
" cad
B[t x,, X, X WE X x‘;)] -0 . (217)

whenever (i, iy, ig} % {1, g, iy}

Henceforth, unless otherwise mentioned, we work with U-statistics with
kernel ¢ and degree 3. ‘T'he generalisation to an arbitrary #(> 3) is imme-
dinte. It is assumed without loss of generality that

BN X X ) =0, 1 Ky # o #£0p K . (218)

We now prove & lemma which gives moment bounds for V¥ and V&
when ¢ has (2m)-th moment.

Lemma 2.1: If (2.18) holds and

ny-!
= p3 ElgX, . X, %)™
bm f’i’i(s) 1<h <i<iKn X Xy X1 <0
(2.19)
then
E(VDym  atmLmg | by e (2.20)
and
E(VY@nem & n-3mLmy | &y, (221

where in the ubove and in whal follows L{> 0) is a generic conslant \ndependend
of moand n.

Proof :
myppm = (5)7x T B X)
® 2/ 1Qh<h<nalKhn<m<n v

~--¢.1."(X,,_. X . (222)

Note that if a pair of suffixes (ix,ja) ocours exactly onoe in ({i,,j)}, ...,
{izm, jum}), then in view of (2.14)

BY(X X)) - 9K, Xy )] = 0. . (223)

Al-15
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Subject to the condition that each pair of suffixes (ig, jx) oocurs at least
twice, the maximum number of suffixes that can occur is 2m, corresponding
to m distinot pairs of suffixes.
If there are k distinct pairs, by repeated application of Hdlders inequality,
the product term inside the sum in (2.22) is

B (X, X, 0" (9 XM b4l = 2

< E""”"(lﬁ‘ﬁ."(X‘l, X, E"‘""'(r/?S."(X.‘. X, )=
l - l oY
< 5 BYPX,, X imt 45 BB, X, )im
[ .
< E(W"’(,\"’, X, ))'m; since Uy < 2m, M. e (224)
p=1 4

Now note that & psirs can be taken out of 2m pairs in 2m,,  ways,
]
k=1,..,m, m being the maximum number of distinct pairs. Therefore
from (2.22)

n\-m
Bveym < ) s . x
2 I<h<ji<nlCin<jaln
m k -
x [::l I B, X!’)|"'2m‘,t]. o (225)

Since 2’"91 < I»m! for k=1,...,m and gince the maximum variation

of the indexes 1 1, <jy € ..., 1 € im <jm € 7 are in a total numbor
of ways  n*M, we have with an application of Jensen and Cp inequalities

Eppym < ()7 wmimnt b from (2.1

and since p< k< m,
L amIm o 3y,

Heunce (2.20).  Similarly (2.21) can be shown und the lemuna follows.
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3. RESULTS ON PROBABILITIES OF DEVIATIONS FOR ('-STATISTICS

Now writing
WU o) = 5 E YT+ R, @
where
d=%EWWh,ﬁ=W% . (32)

and
1
—atigst (g Z pe
R, = allgy (V'+3 V,,)

we have under
infog > 0, . 133)
"

the following
ER™ & n~™LAm | 4p. . (34)

Also note that from (2.2), (2.6) using Cym and'Jensens inequelity for condi-
tioral expectation

sup 7t £ E|VE)|™ < L b, . (38)

The representation in (3.1) permits us to have large deviation results for
U-statistics even for non i.id case. For i.id case under the assumption of
existence of m.g.f. Chernoff (1952) has results on large deviation on sample
mean whioch were generalised for independent random varisbles by Sievers
(1969), Plachky and Stienebach (1875) eto. We may have similar results
for U-atatistics provided we show that the remainder has negligible contribu-
tion compared to the mesn part in (3.1). Let

8 € k™. (m) 1 for all sufficiently large m e (3.6)

where k is fixed but may he taken arbitrary large. In i.i.d case this condition
is equivalent to E exp(tg?) < oo for large & Then from (3.4) it is clear that
mgf. of \/aR, exists for all values of ¢ i.e.

f(4) = E exp(t+/aR,) < o0 4 freal, w37
Heuoce by Marcov inequality we have the following
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Theorem 1: Let &y, sakisfies (3.6) and define
L.
Pya) =P {5 2 y0X0 > amn).
(L2}

If
—lim n! log Pa(a) < oo for some a > 0. o (38
"

Then under (3.3), the following holds
P,(a) = Pj(a)+o(Py(a)) .. 139

where P (@) = P{UN30,) > a}.

Comment : (3.8} is nothing but an assumption about existence of large
deviation for independent random varisbles under quite » strong assump-
tion 2m-th moment is of order m !

Tt would be interesting to know if Theorem ) holds under more natural
ocondition &m = O(2m) ! Sethuraman has a result gimilar to Theorem 1 inde-
pendently. Since crude moment bounds are used, sharper results may not
e possible by this technique.
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