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A STOCHASTIC REPRESENTATION OF THE LOGARITHM
OF P-VALUES AND RELATED RESULTS

By TAPAS K. CHANDRA
Indign Statistical Institute

BUMMARY, A crucisl lswwma of Cthosh (1871) is wsed to give & novsl mtoshestic
reprasentation of P-values. Further exemplea where the lemma can be fruitfolly used are

aleo given. The reslt= chtained here oxtend the earlier reanlta of other authors.
1. Lenmaas

Tt is assumed that the reader is familiar with the papers Lambert and Halt
(1982) and Babadur, Chandra smd Lambert (1983); these papers will ba

referred. to as (LH] and [BCL] respectively. Throughout the paper, ¢, and i,
will denote two veal numbers such thait | > I,

Lemms 1 : If{X.} and {Y .} are two sequences of rondom variablee defined
on the sume probabilily space safigfying the conditions

() {T,} is stochastically buwnded ;

(b) for each ¥, and i,

PX, > 6, Y, <8)—> 0 as n> oo,
Then

PX,—Y, > e—0 a1 n>c0 for each ¢ = 0.
Progf: Let e> 0 and 6§ > 0. It suffices o show that

im sup P(X, —¥F, > e) < 4. e (1}

=
By Condition {a), there exists a A > 0 such that
P(|¥,] 5 A) << & for each n 3> 1.

Divide the interval (—A, +A] into m subintervals {e,, ,], (85, dgl, ---, (Gr, Gaya)

such that g, = —A. apyq = 1A and ay—a < sf2foreachi =1, ..., m : note
that m does not depend on x.

Then for each = aud i,
En—Y, e o< ¥, <t} T {Xg > opatef2, ¥ <o tefd) .. ()
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Hemoe
P{X,——~ ?n # €)

& 6+PX,—Y, 26 | ¥,] <)
<O+ PETF, 3 e o< Vo < o)

Iatting n— co, wsing (2) snd Condition (b), we get (1).
The following lemma is due to Ghosh {1971},

Lemma 2: Let (X)) and {Y .} be as in Lemma 1. Assume furthermore
that for each 8, &
P, <ty Fy > 43} 0 g n— 00,
Then X, — ¥, converges fo 0 in probability.

Lemma 23 : Let {d,,) and {dg,} be fwo sequences of positive reals such that
di—» 00 ond {dy} any seguence of reals. Let {dy (X, —b) be stochastically
bounded and H, : B'— R! be an increasing funchion safisfying the condilion
that there exist oy € R, ay > 0 and an open snderval I condeining b such that
Jor each real k,

Hn[b+k,dlﬂ] = 'iin ‘3‘1+‘isn M‘H-l_ﬂ(diﬂj'

H'I'I-{Iﬂ] = dﬁn Iml‘."'dln- d#u aﬂ[-xn_“}+ap{d3n]'
Proof: Pub

Then

M, = (B (X )y, 3 (g ).
Wa shall show, using Lemma 2, that
M~y (X, b} 0.
To this end, fix ¢, and ¢, and et m » 1 be anch that for each » 3» m the interval
T contains d-+/d,,. Note that for # > m,
hp {(Xy—b) > §)
= H (X,) 2 H, 0+4/d,,)
= M, = ({H, (d-t/d1)—d, 21)f{dy, &) = 101}
>ty for ail sufficiently large =
(sinca &, > #,) ; thus for all sufficiently large =,
(M, <l & (X, —8) > 4} = ¢
Similarly, for all sufficiently large =,
M, o by, 2 (X —D) < by} = ¢,
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Lemme 4 : If (X} and {T,} are two sequences of rondom varigbles defined
on the sume probability space such that
51 v 5%
and for each ¥, &
PiX, >, Y, < k>0 ag n— o0,
d
then [X-m Yn)"’ (I’ I]

FProof : By Lemma 1, P{X —Y, 5> e)=0 a8 n—» 00 for each &> §,
Now erguments used in the proof of Proposition 2.6, [BCL] complete the
proof,

Lemma 5: Let F be the disiribubion function of a random varieble X.
Then

w & PIFX—-) < %), for cackh u ¢[0, 1),

Lemma 6: Let {F.} be a sequence of distribution funclions converging
to o disiribution funclion F wenkly. If »,— x, then
Fla—) & lim dnf F (z,} & lim sup Fofz,) < Flz).
Proofe of Lemmas 5 and 8 are well-known and eve omitted.

2. APPLICATIONS

We first obtain a stochwstic representation (see Part (s) below) of the
logarithms of P-vajues which may be regarded ag & nseful novel extension of
Lemma 4.1 of [LH]. [I.H] shows that the ssymptotic distribution of the nor-
malised logarithms of P-values is lognormal under certain condition ; our
stochastic repementation clesxly points ont why ib is so, and further it also
pointa out that other limiting distributions are alse possible if the condition
of the asymptotic normality is replaced by similar other conditions.

Let {X,) be a sequence of random variablos defined on (0, 4) and the P,
he a probability measure on (£, ) for sach ¢ in @ ; let @, be s proper
non-empty subsot of 8. Letb

&, () = sup{P (T, » ) : 0in By},
L, = G (X,).
Fiz a 6 in @—@,,

Theorem I ; Under the above sel-up assums that
i) (w3 (X —b(0))} is Sochastically bounded under B,
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(i} there exiot () ¢ RL, apf{0) > 0 and an open inferval I eoniaining b(6)
such thai for each t in RE,

— log G (B{8)-Ftin) = n a,(B)+Lal? ¢ ayl)+oln).
Then

(a) — log L, = 2 0x(0) 41 ax(@) (X, —b(B))-+opln,

(b) +/nlX,—b(B)) convesges weakly iff _—!o%,&;}a:w} converges weakly,

th which case the limels gre some.
Proof + Use Lemma 3 with B, = —log {4,,.

Remark 1: Let Xyy, i=1, ...k be poquences of random variables
defined on, (£, A4) such that under £,

(WYX -0 (0)), ..., nVA X, 2 —BalB)))

converges in distribution to the distribufion fometion F on R¥. Let £,
be defined ss sbove with X replaced by X,; Then the random veotor
(Meoq. .oy Myg) converges in distribution to # under ¢, where

Mg = (—log L g1 (DI agl@), 5 2= 1, ..., E.
Lemms 4.1 of [LH] follows as a special case.

Remark 2 :  The above defiuitions of G, and the @, have not been fully
used ; the fact that they are decreasing functions is only required,

We shall now consider soms results of (BCL]. Leb {4 } be a sequence
of sigma-fields such that g, C A for each 2 > 1. Let ¥ be a probability
digtribution funeion on R Consider the following assumptions.

Assumption [A): There exist aveal v:=v{f), ay 1=t in 8, and
¢ positive tnieger m 1 —= m{f} auch that Py & P, on &, for cach n'> m and

Ry:=n(logr, . —nv - (3}

18 slochustioally bounded under 6, where v, i3 a finile non-negative &,
measurable funclion salisfying

Pﬂ(dlw'} == fM.'r (w]' P-r (d'w) ok ﬂu-

We say that Assumption (B) holds if Assumpbion (A) holds and under 8, By
converged ik distrihution io P,
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It follews from. Lemme G that Py, < @)« xforeach n s landa s 03
hence the following inequality holds as ehown in [BCL] :

Pell, <, tyy & < ko . @
for each &3> 0 ard a 3 0.

The following theorems are useful extensions of Propositions 2.1, 2.3,
28 of [BCL].

Theorem 2{a): Under Assumplion (A), for each ¢ 0
Pyllog L,+log 7, 4.4 % —0V2 ) 0 a8 n—> o0,

(b} Under Assumption (B), for esch sequence z,—2
tims inf Py (M, < 2) > Fe—)

H o=

where
M, = (—log L —nv)ini®. . (B)

Proof : (&) We shall use Lemma 1. Then
P,s{Mn > tJ.J -Rn p tﬂ}
= Py(L, << exp (—ne—nV L), ¥y, << oxp (r-fnl &)
4 exp (—n'® {4—4)) by (4)
— 0 28 n—> o0 [gnos &, = §).
(b} Puot =z, = exp{—m—nu*2z) and %k, = {nx, ). Then
Py (M, <2,) > PR, < z,—n¥log n)—1/n Dby (4).
In view of Lemma 6 and Asanmption (B), the desired inequality follows.

Remark 3 : In [BCL), it is assumed that thers exists & uniqne y such
that the following infimum is skieined ot ¥ ;

» = inf {K(f ; 6) : By in By}

where K (#;8,) is a Kuliback-Liebler information number. Suppose thab
for each §in @, P, is the inear exponentisl family with the density (with respech
to some sigma-finite measure)
fiz ; 8) = Alx} exp (6 z—2(d)),
® (C B* being the associated natural parameter space.
Lot 8y = {# a @ : 0 = 0} ; hero §'V stands for the vector consisting of
the first p components of A, 1 € p <<k Then

K(# 5 63} = cllal—c (0)+6" ¥ ol6)—0, vo(Bo)
4 2-12
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where yo(f) is the gradient of o(). I, therefore, follows that if 8{z) ix the
meximum likelihood estimator of the last (k—p) components of 8 in @, then
¥ is given by

PN =0,y = GBI ;

hare X jia the veotor onsisting of the last (¢—p) components of the sample
mean vector X. Wor illustrations of this simple fact, one may consult the
examples discussed in Koziel (1978).

Theorem 8 : Suppose thot Assumption (B) holds and M, converges in
distribution to &. If F and @ are both symmetric ahout zero, then F = G,

FProof : By Theorem 2(b),
&) » Flz—) for each teal z.
Ag F and & are symmetric about gero, F and ¢ must be identical.

Remark 4: The condition “both ¥ and & are symmetric about zero’
in Theerem 3 can be replaced by other conditions ; consider, e.g., the conditicn
'there exists a positive real ¢ such that ((z) = F{rz) for each real 2 and F is
ptrictly inereaging’, or the condition *the meats of F and {F are finite and egual’.

Theorom 4 ; Suppose thai Assumption (B) holds and that {X,) estisfies
the following conditions (1) and ().

(i) PolBy > 4y, v/R(X, 1) < H)} >0
(ii) For all sufflciently large n, there exists o veal-valued function g, such that
nllog G () & —i-hg,(b) jor each real
e him sup b, (&, 8) < 0,
(k3 6) : = qup{a® g (5 1 022 || < B

Then (8) 7% (X,—n=2 log #,.0,) -3 0 and (B) under 8, I, conserges o ¥ i
e

Proof: By Lemma 1, we have for each &= 0
PolLlog 1y oy — X, 5 0712 6)=s 0.

Now use the argumenta of the proof of Proposition 2.6 of [BCLL
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Remark 4: Suppose that M, converges to F in distribution and
Assumption (B) holds. Then

M,—R,ﬁ 0 a8 n— 00,
To prove this, note that by Theorem 2(a),
PlM,—RB, »c)>0a8n—

for each ¢ >> 0. An application of Lemma 4 completea the proof.
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