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ON ASYMPTOTIC PROPERTIES OF A GENERALISED
PREDICTOR OF FINITE POPULATION VARIANCE

By P. MUKHOPADHYAY
Indian Siatistionl I'natilute

SUMMARY., A pradictor of a fnita population varipnea uvmder probability sampling
muggeted by a multipls tegremion model is shown to be aaymptotically desigh unbiased and
ponsietent.

1. INTRODUOTION

We consider estimating a finite population variance through probability
gampling, Let U7 denote a finite population of ¥ identifiable units labelled
1, 2, ..., N and y the character of intereat taking value ¢ or unit 4,2 = 1, ..,
N. Its variance 18

N N
Vig) =0, Z yf—a, 2 X i .. (1.1)
1 §P i’ -]

where a, = ;—(1—- %], ay = I%“’ and ¥ = (3, ..., ¥n}- Let a sample & be
selscted from U following a design p, having inclusion—probabilities
M= L Pi§), My = E_i pls), obe. Let Iy, Iy denote indicator random vari-
E3i FE3,

ables with Iy — 1(0) according as unit i e (¢ }s and I; = 1(0) according as the
pair (i,4') e(¢}s. Suppose zuxiliary variable x; with xy ita value on unit § is
available. Also assume that z; is the realised value of a random variable ¥,
i=1I, ...,N. We propose & predictor of V(F) where ¥ = (¥, ..., ¥x) 88

d "
vl ¥) = o LT, s le¥Te
{=1 Ty iRt =d Hyr
| f=1i + 7Y 1 itirml v My

here B; is & fonction of ¥, ¥ and X, T = (Iy, ... In)', X =({ay)) an Nxk
matrix such that #; when suitably assigned is computable given the data stated
ebove. The multiple-regression model-based form (1.2) is suggested following
Sdarndel (1980).

AMS (1980 sulgeR clasaifioadion ;. 62ZD0Y,
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FPollowing Isaki and Fuller {1982) and Robingon and Skrndai (1983) we
show that vg(Y) is asymptotically design unbiased and consistent for V(F)
under gonditions which do not reguire any modelling.

2, ASYMPTOTIC DESIGN UNBIASEDNESS AND CONSISTENCY OF THE
GENRERALISED PREDTCTOR

Following Fobingon and Ssirndal (1983) we define a sequence of
populations 7y of increasing sizes N, < N, < N, < ... such that U7, — U,
( Ug... Lebt {8} denote a sequence of samples s; of effective aize n, drawn
from U, using sampling design 2, t= 1,2, 8, ... with s, < ng < my < ... .
Let my, @y ebo. denote inclusion-probabilities for pe. Let also I, and Ty
denote corresponding indicator variables. Then we have a sequence of
population values {y, X} where yé = (g, o Y b K= {{g)) I8 an Nyxk
matrix, & sequence of popustion parameters [V {y*)} and a sequence of predic-
tory {ﬂ{;’m]} where
IH ¥i

gy 3 e ¥iTr

Vg, (Y1) = ot E
iFirml gy

—@g X Z ({**—i‘——l)scumw}, e (213

| 1 1 : .
“ﬂ—m( _m},aﬂ,=m,,eﬂ is o function of I, ¥* and X* with

Ig = {I]_t: ieey INEI)F and Ft = (Yl, o YN#}'

For the asymptotic analysis let ¥;— o0 a8 {—> 0. Let £ be the probabilivy
distribution of the infinite dimensionsl random vector (Y,, ¥,. ...).
Definition 1. {vg} ia asymptotically design wnbiased (ADT) if
lim E{{vg | ¥*)—V(¥¢)} = 0
Lo &

with £ —probahility one,

Definition 2. {vg} i3 asymptotically design consistens (4DC) for ¥
if given any ¢ > 0,

Hm P{|vg—Vs|> 6| ¥ = 0

§ =y o

with E—probability one,
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Here E denoten design expectation, By Markov’s insquality if v is ADU
it must be ADC.

Theorem : Under assumplions (a. 1)—(a. 9) below, » 48 ADU and ADO.
The gasumplions are .

1 N
(e.1) bm w I T <oo with {~probability one.

= Fimi

{@. 8} bGm O, () = co where ‘ﬁl{ﬂ = N; min =g,
i o 1 N;

{@. 3} lm Y t) = O where ) =
(L L

,
T ‘ W' _ll
1 ixd' g N, | Tollers

(@. 4) lim Polf) = 0o where $y8) = NF  min  my;
) iz N,

(w- 5) Hm ¥,(t) = 0 where ra(f) =
e

1 Fid
4 T _li
I P L M R

(ﬂ. E} fim, ?ﬁ‘atﬂ = 0} where ]lrfa'[t] = L Ll L3 . ._,.,1'
Py 1 it ohi ki L I ﬂ“:l‘j'r.l:r'u.t#
(6.7) Hm Pdt) = Owhere el =  maz |08 —11
bt 1l iglirahit Ny TP
{ g} Tim 1 IEFE 4 R
. = A
— m‘_lmu"imfﬂfd L,2,...k

_— [
@. 9) Bim E( zZ 3;) < ot with E-probability one.

i—=¥ n

Proof : We have

&
where vee— Vi = Oylan)-+ Elﬁjloi{m}} s (22)

o= % 71 (1) o0 F'5 5 (J22)

aud Cifwy) is defined similarly, Hence

B vV (¥} < VEOTE)+V B( 2 B19) B( & cat)

. {2.3)
B 3-13
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Now
Ny Ng

EOIY) =af| 2 ¥H(=-1)+ 33 1

faal T 1584 =)

s

B
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Na
+E X I3 NTeTp¥(  um _1)]
i tFRi"irm] Mgzrs Tyt ey

—2aytg [ 2 EHL!' YiYy = —1)
£ -] : Ty

LETE TIVY. (Fwee )] . (24)

ipiptitel TiTirimg
The firat term in (2.4) is dominated by
L xoy
Ny (a Bu(f)
and— ¢ a8 t~»co with E-probability one under assumptions (. 1) and (a.2),
The subsequent terms also tend to 0 with E-probability one as i~» oo under
(& 1)—(a. 7). Hence B{C%{y)| ¥*)— 0 with E-probability one a9 t—> co. Simi-

k
larly under {a. 2)—{a. 8), EjEIU%{a:,)-ar 0 a3 t— oo, These coupled with the

assumption (a. 9} prove thab veis ADU and ADC.

Note : The agsumptions (a. 2), {(a. 4), (. 5) imply np— oo a8 i— oo, All
the assumptions (#. 2)—(a. 7) are gatisfied for simple random sampling.
Aeknowledgement. Thanks are due w0 a referse for some suggestiona for
improvement in presentation.
REFERBHCES

Inixx G, T. and ¥orrmr, W. A. (1982) : Burvey design under the regression supoer-population
model, Jour, Am. Siak. Assoc. 77, BE-§6.

MreHoPADHYAY, P. (1986) : Asymptotic properties of a generalised prediotor of fnite popula-
ticn varisnos under probability sampling. Ind. Stat. Insg, Tech. Rep. No. ABJ86/19.

Ronmmaoy, P. M. end Sanxoar, €. E. (1083) ;  Awymptotic propertiss of the gencralised regreasion
estimator in probability sampling. Sonkhys B, 45, 240-248.

BAR¥DAT, C. E. (19040) : On p-inverse weighting versus bost linear unhinsed weighting in pro-
bability sempling. Biemefrike, @7, 630-850,

Papar received @ Oclober, 1987,
RPmsed : November, 1088,



	Binder13
	dsc_2076
	dsc_2077
	dsc_2078
	dsc_2079


