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A NOTE ON COMPUTATION OF FACTOR FOR TOLERANCE
LIMITS FOR A NORMAL DISTRIBUTION

By D. T. GHOSH
Iidian Statistical Inatitute

SUMMARY. Tho computation of tolvrance factor (A) aa pruposed by Wald and
Wolfowitz involves a tediows iteralive p lure. The appmoxi formula developed by
Bowker was found to bo good only for larga ramples.  An approxi formula is developed
here whioh oan be usod for both amall and large samples.

1. INTRODUCTION

In Industry it is often required to obtain a range for a quality charactoristic,
which is ususlly found to bo distributed normally, such that a certain porcentage
of the produot from a manufacturing process have the quality characteristic falling
boetween the limits. The problem is then to construct two limits L, and L, called
tolerance limits on the basis of the sample such that the probability that the limits
L, and L, will inoludo at loast 8 given proportion y of tho population is equal Lo
preassigned value #. For meaningful tolerance limits both £ and y should be very
high.

It was shown by Wald and Wolfowitz (1046) that the tolerance limits for a
normsl variable with unknown meen and variance are given by

Z 4 As

A =r/I . (1Y
P

snd N, % and g aro respectivoly sample size, sample mesn and ssmple standard
deviation, n = N—1, x%, is the valuo such that Py > x2,]=/f and r ix the
root of the equation

where
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The detormination of A, tolerance factor, is computationslly tedious largely
because finding r as tho root of aquation (1.2) involves an iterative procedure and
is quite time consuming even for large N. Further x£, is not readily available for
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oll values of N particularly whon N ia large. The values of A for selected values
of N, f and y were tabulated by Bowker and are given in the book by Statistical
Resoareh Group, Columbia University. Howover, the table may not be readily
available for Quality Control practitioners, or oven if availablo the interest may be
on values of V. g and y outside tho rango of tabulation.

It is therefore useful to have an approximate formula for A which will be

satisfactory for peactical purposes.

2. BOWKERB'S APPROXIMATE FORMULA FOH ) FOR LARGE N
Bowker (1846) proposed the following formula for A when N is large,

~ _ e 5,410
A_r,(l S ) @
whore
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and r,_, is dolined by

L5 oy 2 —p.
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This has the advantage that in computing A, a table for normal distribution alone
is required.  But for xmallor values of N where usually lies our interest the error is
comsiderable.

It will be noted from Bowker (1848) that his formula (2.1) i derived in
two stagos :

(i) » is exprossed in torm of

\/IA_.nsr:r_ (l+2LN);

(ii) x? is oxpanded in normal form using (Goldberg and Levine, 1846) which
gives

Xia o ‘/,5‘-—_1 L2 2,1
w =t Ry

aftor noglocting terms containing higher powor of 1/N.
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3. AN APPROXIMATE FORMULA ¥OR A FOR ALL N

We show here that
A=re, V - 3
i, (3.1)

we have

Vi = (N=1)i = N (1_1\")‘
= N} (l— 2%] ) after neglecting terms containing 0( _;7. )

Using Bowker's result we have
Vi e (14w (1= )

~ re VN.
Hence follows (3.1).
Keeping the first four terms of the formula given by Goldberg and Levine
(1848) for y* in terms of a standard normal doviate we have
z}_

- 2
Xy ntVinz o+ 3 (=14 Y

s, . (32)

]
[We noto that in order to facilitate expansion of (\% ) Bowker used the first 3
Re¥)
terms only.]
.. Hoa =10Vt 0+ B0 = D feay), T
Vo
The values of G,(z), @,(z) and Gy(z) can be tabulated for different vahies of 4 once
for all. Thus we have
A==14 ‘l . (34
o Y (3:4)

and let us call thiy formula F.F is cxpocted to work satisfactorily for both small

and largo N.

4. CoMPARISON OF F' aND BOWKER'S FORMULA
In order to study the porformance of theso two formulas for large as well as
small .V the approximate values of A were computed by both formulas for different
N for all combinations of (f, y) with 0-76, 0-95 and 0-99 for values of g and 0+75,
0:95 and 0-999 for values of y.
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Thess are compared with the exact values of A given in the table of the book by
Statiatioal Research Group, Columbia University and the maximum snd minimum
difference over all combinations of (8, y) in the above range for & given N are
shown in Table 1.

TABLE 1. COMPARATIVE VALUKS OF EXACT AND APPROXIMATE )

F Bowker
N ——— —
orror orror
min wox min max -

10 o007 0.063 0.051 Lz
15 RV v.020 D015 v.5ll
a0 0001 0.010 0.015 0.304
v.oinl w.0g v.0l0 u. 200
30 [PRUT v.und 0.0v7 0.151
50 v.00L v.oul v.3 0.us3
100 0.0vU 0.00 .00l 0.020
180 0,000 0.000 0.001 .0l
300 0,00y 0000 0.000 0,062
30U 0.000 0.000 100D U.000

It is seen that F' porforms better than Bowker's formuls for all values of N.
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