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A fuzzy multilayer perceptron is used for the
classification of fingerprint patterns. The input vector
consists of texture-based features along with some
directional features. The output vector is defined in
terms of membership values to the three classes, viz.
Whorl, Left Loop and Right Loop. Perturbation is
produced randomly at pixel locations to generate
noisy patterns. This helps to demonstrate the ability
of the model in handling distorted fingerprint images.
A study is made on the effect of reducing the number
of input features while increasing the size of the
network on its recognition performance.
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1. Introduction

Artificial neural networks [1-3] are found to be
proficient in solving various pattern recognition
problems. An advantage of neural nets lies in the
high computation rate provided by their massive
parallelism, so that real-time processing of huge
data sets becomes feasible with proper hardware.
On the other hand, the utility of fuzzy sets [4, 5]
is inherent in their ability to model the uncertain
or ambiguous data so often encountered in real
life. Therefore, fuzzy neural networks [6, 7] are
designed to utilize a synthesis of the computational
power of the neural networks along with the
uncertainty handling capabilities of fuzzy logic. The
fuzzy multilayer perceptron, reported in refs [8, 9],
has been found to be capable of efficient classifi-
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cation of fuzzy as well as linearly nonseparable
nonconvex and disjoint patterns.

Texture is one of the important characteristics
used in identifying objects or regions of interest in
an image [10-12]. It is often described as a set of
statistical measures of the spatial distribution of
grey levels in an image. The grey level co-occurrence
matrix method [10] assumes that the texture infor-
mation in an image is contained in the overall or
‘average’ spatial relationships which the grey tones
have to one another. This second-order statistics
scheme has been found to supply a powerful input
feature representation. It has been applied to cloud
classification from satellite images [13] and in the
identification of human faces [14], using neural
network models.

Automated fingerprint classification constitutes a
complex problem in the pattern recognition domain.
As the size of the database increases, problems
may arise in the classification efficiency of the
method. Neural networks may be proposed as a
solution in tackling such huge sets of complicated
patterns. A layered neural network using an
extracted feature ridge pattern as input and different
subnetworks for each fingerprint category has been
reported [15]. Besides, use of moment invariants
has been made in ref. [16] for fingerprint matching.

The present work demonstrates the capability of
a fuzzy neural network model [8, 9] in classifying
fingerprint patterns. Noise is incorporated at ran-
domly chosen pixel locations to test the efficiency
of the model in recognising inaccurate and distorted
patterns. The input vector consists of features
extracted from texture and some directional proper-
ties. The output is expressed in terms of class
membership values to the various fingerprint categ-
oriecs. A study is made over the effect on the
model’s performance, when the number of input
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features is decreased and the size of the network is
increased.

2. Feature Extraction from Fingerprint
Image

The choice of an appropriate data representation is
a crucial point when solving a classification task. If
a relatively low-level data representation is used,
one might need a very large training set to get
satisfactory results, because in general, the perform-
ance of the classifier is quite sensitive to the
peculiarities of the training set. Therefore, the
original input representation is usually transformed
into a higher-level one by using human expertise
for designing appropriate preprocessing operations.
However, besides mere recognition rates, there are
several other factors which may influence the choice
of the data representation, viz. the need for
high computation speed, or hardware limitations,
favouring data representations which do not require
complicated and time-consuming preprocessing. In
many cases, this precludes the use of structured
data representations. It is also to be noted that the
number of samples needed to achieve a certain
degree of accuracy grows exponentially with the
dimension of the input space.

Fingerprints are recognised as a basic tool for
positive identification of individuals, be it for
criminals in law enforcement, for security clearance
in the armed services, or for normal civilian
identification purposes. However, it also becomes
necessary to maintain large files of print records
for this process. Automated computer processing
promises a fast and accurate alternative in this
sphere. In this paper, we utilise a neural network-
based technique for fingerprint classification.

First, the scanner is used to take a picture of the
fingerprint image. This is followed by the digitiser
for translating the image of a pixel array of grey
values. The pictorial information of the fingerprint
pattern is represented as a two-dimensional array
of pixels N, X N,. The digital image I is a
function which assigns some grey-tone value G €
{1,2, ..., N} to each and every resolution cell. Let
L,={12,..,N}and L, = {12, ..., N,} be the
horizontal and vertical spatial domains, respectively.
Then I : L, X L,— G. We extract a set of textural
and direction features (as explained below) to serve
as the set of inputs to the neural network model.
The preprocessing serves to reduce considerably the
dimension of the input space, while also capturing
the inherent details of the fingerprint patterns. This
is evident from the results described in Sect. 5.
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2.1. The Second-Order Statistics Method

The textural features are computed from a set of
angular nearest-neighbour grey-tone spatial-depen-
dence matrices [10]. The contextual texture infor-
mation is specified by the matrix of relative frequenc-
ies P; with which two neighbouring resolution cells,
having grey levels { and j and separated by a
distance 8, occur in the image.

Co-occurrence Matrix. The unnormalized fre-
quencies are defined by the elements P(i,j,8;6) of
a set of co-occurrence matrices, where 6 is 0°, 45°,
90° and 135° for horizontal, right-diagonal, vertical
and left-diagonal neighbour pairs, respectively. For-
mally, for angles quantized to 45° intervals, the
unnormalised frequencies are defined by

P(i,j,8,0) = #{((k.]),(m.n)) € (L X L,)

X (Ly %X Ly)}
such that
|k —m| =8, —n=0,Ik,)) =il(m,n)
=jfor6=0°

(k—-m=-8l-n=8or(k—-m=348l—n
= — 8),I(k,l) = i,I(m,n) = j for § = 45°
k=m=0,|l-n|=8I(k])=i,I(m,n)
= jfor 6 = 90°
(k—m=8l~-n=8or(k—m=—-8l—n
= = 8),I(k,) = i,I(m,n)
= jfor 6= 135°
where # denotes the number of eclements in the
set. Note that these matrices are symmetric, i.e.
P(i,j;8,8) = P(j,i;5,0).
Let us consider a simple 4 X 4 image with four
grey levels, ranging from 0 to 3,

0 0 1 1
00 11
0 2 2 2
2 2 3 3

to illustrate the process of generating the co-
occurrence matrix. Let Py, Prp, Py and P, denote
the co-occurrence matrices obtained from this pixel
array along the four angular specifications, for é =
1. Then we obtain

4 2 1 0
2 4.0 0 o

PH—l 0 6 1 forO—O,

0 0 1 2

4 1 0 0

1 2 2 o
PRD=0 2 4 (1) f0r6=45,

0 01 0
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6 0 2 0

Py=9 5 2 foro=90 and
00 2 0
2 1 3 0

Pio=% 2 o 9 foro=135.
00 2 0

For example, the element in the position (2,1) of
the horizontal Py matrix denotes the total number
of times the two grey levels with values 2 and 1
occurred horizontally adjacent to each other.

For nearest neighbour pairs, we have 6§ = 1.
Then the number of neighbouring resolution cell
pairs R is given by

2N, (N, - 1) foro=0°
R= { 2NN, - 1) for 6 = 90° 1)
2(N, — 1)(N, — 1) otherwise

The Extracted Features. The four matrices Py,
Pzp, Py and P, p,, as described above, are used to
generate the textural features. These correspond to
the four angles 6 = 0°, 45°, 90° and 135° respectively.
For the sake of clarity of definition let us now
consider the matrix P(i,j) (without any specification
about the angle 6).

Angular Second Moment (A) gives a measure of
the homogeneity of the texture and is defined as

Note that R, from Eq. (1), is used as the normalising
constant.

Contrast (C) provides a measure of the local
variation in the texture, and is evaluated as

5ol 3 )

li=ji=n

)

Entropy (E) indicates the amount of randomness
in the texture, and is computed as

The measure Homog (H) also provides an indi-
cation of the amount of homogeneity {17] in the
texture. It is expressed as

#e 5 il 3 ) ®)

li=jl=n

Note that the notation ¢ was omitted in Egs.
(2)-(5) to avoid clutter. Each measure may be
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calculated four times, corresponding to each of the
four directional co-occurrence matrices. The average
values A;, C;, E; and H, provide a non-directional
(rotation-invariant) texture representation. We have

1

A= Z(Ao + Aus + Ago + Ayss)
1

C = Z(Co + Css + Cop + Cias)
1

E,= Z(Eo + E4s + Egg + Ejas)

1
H,= Z(Ho + His + Hog + Hyas)

2.2. Some Directional Features

Let us consider the N, X N, image to be traversed
along the right diagonal (), vertically (b,c,d), along
the left diagonal (e) and horizontally (f,g,#), such
that each directional traversal encompasses a band
of w pixels. This is depicted in Fig. 1.

Frequency is defined as the number of times one
encounters humps or local maxima (valleys or local
minima) among the grey tone values in the course
of the traversal. We designate these as F,, F,, F_,
F4, F,, F;, F,, F,, respectively, along the eight
directions chosen. An average value is computed
along each direction, considering the group of w
pixels. For the right diagonal, we have

F,= &_vz (No. of local maxima/minima)  (6)

w

Difference is evaluated as the square of the

(0,0) (N0 )
T [
f
a N b = w
€ \J/g
h
(0,N) (NoN)

Fig. 1. The eight directions of traversal (each of width w) on
the N, x N, image.
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difference in the grey level values, between success-
ive pixels, along the direction of traversal. The
eight corresponding features are D,, D,, D., Dg,,
D., Dy, D,, D, and an average is computed over
the group of w pixels. We define (along the right
diagonal)

Da = %2 2 (Gp - C;p+1)2 (7)

where p and p + 1 refer to consecutive pixels along
the chosen direction.

Height is computed as the normalised sum of the
maximum grey tone value (among the band of w
pixels) along the direction of traversal. It is expressed
(along the right diagonal) as

T.= 5 Smax (G,) ®

where the summation over p refers to the set of
pixels along the direction of traversal. The eight
corresponding features (along the eight directions)
are given as T,, Ty, T, Ty, T., Tf, T, and T,

Using a procedure analogous to Eq. (3), the
directional contrast (along direction ¢ and orien-
tation 6) is computed as

N, —1 1 (3
17 Pe (i)
KCB - 2W =, n {li_%:n Ny _ l (9)

where P'(i,j) refers to the relative frequency with
which two nearest neighbour cells, having grey
levels i and j occurring along the vertical ¢ band of
w pixels in the image. Here, the normalising
constant is 2w(N, — 1). Note that only the direction
¢ is traversed in this case.

3. Fuzzy Multilayer Perceptron

The multilayer perceptron (MLP) [1, 2] consists of
multiple layers of sigmoid processing elements or
neurons that interact using weighted connections.
Consider the network given in Fig. 2. The output
of a neuron in any layer other than the input layer
(h > 0) is given as

1

/AL P S— 10)
¢ 1+ e~ 2w (

where y? is the state of the ith neuron in the
preceding Ath layer and w% is the weight of the
connection from the ith neuron in layer A to the
jth neuron in layer & + 1. For nodes in the input
layer we have y? = x?, where x{ is the jth component
of the input vector.
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Fig. 2. The multilayer perceptron.

The Least Mean Square error in output vectors,
for a given network weight vector w, is defined as

B =53 012 = 4.7 ay

where yf(w) is the state obtained for output node
j in layer H in input-output case ¢ and d; . is its
desired state specified by the teacher. One method
for the minimisation of E to apply the method of
gradient-descent by starting with any set of weights
and repeatedly updating each weight by an amount

E
AW = — e~ + afwl(i—1) (12)

ow;;
where the positive constant e controls the descent,
0=a=1 is the momentum coefficient and ¢
denotes the number of the iteration currently in
progress. After a number of sweeps through the
training set, the error £ in Egq. (11) may be
minimized.

The fuzzy version of the MLP, discussed here, is
based on the model reported in ref. [8], and is
capable of the classification of fuzzy patterns. To
model real-life data with finite belongingness to
more than one class, we clamp the desired member-
ship values (lying in the range [0,1]) at the output
nodes during training. For the ith input pattern we
define the desired output of the jth output node as
d;, where 0 < d; < 1 for all j.

The e of Eq. (12) is gradually decreased in
discrete steps, taking values from the chosen set
{2,1,0.5,0.3, 0.1, 0.05, 0.01, 0.005, 0.001}, while
the momentum factor « is also decreased [8].
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4. The Output Vector for the
Fingerprint Pattern

Fingerprint images essentially consist of two types
of characteristic regions, viz. ridges and valleys.
These ridges run somewhat parallelly and slowly
over the finger. The ridge structure and the skin
texture provide the uniqueness to the fingerprint,
and this remains unchanged during one’s lifetime.
A fingerprint consists of three regions, viz. core
area, marginal area and base area. The ridges from
these three areas meet at a triangular formation
called the ‘delta region’. The centroid of this region
is identified as the ‘delta point’.

Depending upon the ridge flow on the core area
and the number of delta points, fingerprints can be
broadly classified (according to Henry) [18] as

Plain Arch: ridges enter from the left side, rise in
the middle and leave on the right side.

Tented Arch: same as in Plain Arch, but the amount
of rise in the middle is more here.

Loop: this is the most common type. Ridges enter
from one side, proceed towards the centre and then
turn to leave from the same side. There are
two categories, viz. Left Loop and Right Loop,
depending on the direction of the loop formed.
Whorl: ridge flow in the core area is circular, and
two delta points are defined.

Twin Loop: the core area consists of ridges from
two distinct loop patterns.

Accidental: this type consists of those patterns
that cannot be classified under any of the above
categories.

In this work, we studied the feasibility of our
method on three common classes, viz. Whorl, Left
Loop and Right Loop. Figure 3 shows some typical
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images of these three different fingerprint categories.
The images were first digitised and then the input
features extracted, as described in Sect. 2.

The output vector d has components

(13)

forj =1, ..., 3, where u; indicates the membership
of the pattern to the jth category.

Initially, we had nine patterns, three each belong-
ing to the three above-mentioned categories. With
an objective of creating more patterns and also to
test the performance of the model in the presence of
distorted images, we introduced noise. Perturbation
was made randomly at perc% of the N, X N, pixels
(for each pattern). Let pixel p with grey value G,
be randomly chosen to be perturbed. Then we have

G =.Gpt2 HG, <N -2
P AN, otherwise

d; =

(14)

for p = 1,2, ..., (perc*N,*N,)/100.
The output membership w, (for a fingerprint
belonging to category k) is computed as

e =1—0.05* perc 15)
such that u; = 0 if j # k.

S. Implementation and Results

There were initially nine fingerprint patterns, three
each belonging to the three categories Whorl, Left
Loop and Right Loop. Grey values in the range of
[1,16] were present in the 256 X 256 image array.
Perturbation was made randomly at perc% of the
pixel positions for each pattern. The percentage
perc of pixels affected by noise were varied from
0,05,1,1.5,..,9, 9.5, 10. A total of 189 images

(a) (b)

Fig. 3. The different categories of fingerprint patterns. (a) Whorl; (b) Left Loop; and (c) Right Loop.
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were generated in the process, of which 66 were
randomly selected for training the network, and the
remaining 123 were kept aside for the testing phase.
Note that the application of noise at random
locations by Eq. (14) altered a number of grey
values of the pixel arrays representing the fingerprint
images. This had a corresponding effect on the
values of the input features and the output vector,
generating different input-output combinations (in
each case) to be used for training and/or testing
the fuzzy MLP under consideration. The input
features were extracted as described in Sect. 2 and
the output of the neural network clamped by the
output vector defined in Eq. (15), in cases of both
the training as well as test sets. A width of w =5
was chosen for the directional features of Egs.
(6)-(9).

The fuzzy MLP had three output nodes corre-
sponding to the three fingerprint categories. We
used various numbers of layers as well as hidden
nodes m. Note that in case of networks having
more than one hidden layer, the number of hidden
nodes m was kept constant in each layer. The
perfect match p, best match b and mean square
error mse were computed for the training set, while
the individual classwise recognition scores, the
overall score ¢ and the mean square error mse, were
computed for the test set. The network was trained
in the batch mode and all inputs were normalised
to the range [0,1].

Table 1 demonstrates the classification results
using 44 input features. These were Ag, Ass, Ago,
Ajss from Eq. (2), Co, Cus, Coo, Ci3s from Eq. (3),
Ey, Eus, Eg, Eq3s from Eq. (4), Ho, Hys, Hoo, Hiss
from Eq. (5), F,, Fy, F., F4, F., F;, F;, F, from
Eq. (6), D,, Dy, D., Dy, D,, Dy, D, D), from Eq.
(7, Tas Tpy Tey Tas T., Ty, T,, T, from Eg. (8)
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and K., K., K.y, K., from Eq. (9). It can be
observed that the three-layered net was quite
efficient in recognising the fingerprint patterns.
Increasing the number of layers lead to a deterio-
ration in performance. The best results were
obtained with a single hidden layer having m = 15
nodes.

Table 2 illustrates the effects of reducing the
number of input features on the classification
efficiency of the model. Those features that had
nearly similar values corresponding to all the
patterns (from the three classes) were chosen to be
removed. By eliminating Eq, Eys, Egp and Ej3s, we
had 40 features. Next, we removed Cy, Cis, Cop
and Cjs5 to generate 36 input features. Omission
of Fb, Fd, Ffa Db: Dd’ Df7 Tb’ Td and Tf resulted
in 27 features at the input. As the number of
features was decreased, the performance of the
network deteriorated. This was especially noticeable
over the test set. However, on increasing the
number of hidden layers (in the case involving 27
input features), the performance improved again.
This indicates that a balance has to be struck
between the number of features at the input and
the number of hidden layers (and nodes).

6. Conclusions

The fuzzy multilayer perceptron was used for the
classification of fingerprint images. The input vector
consisted of features extracted from texture and
some directional properties. The output was pro-
vided as membership values to the three fingerprint
categories, viz. Whorl, Left Loop and Right Loop.
Random perturbation of pixel grey values was
undertaken to obtain noisy patterns. A study was

Table 1. Recognition scores (%) for fingerprint data with 44 input features.

Layers = 3 4 5
m = 10 15 20 10 15 10 15
perfect p 97.0 98.5 100.0 51.6 71.3 77.3 57.6
best b 100.0 100.0 100.0 100.0 100.0 100.0 100.0
mse 0.0006 0.0006 0.0009 0.006 0.004 0.003 0.005
T 1 68.3 82.9 63.4 48.7 63.4 63.4 48.7
e 2 56.1 70.7 92.6 48.7 48.7 64.1 48.7
s 3 100.0 97.5 87.8 100.0 100.0 100.0 100.0
t  Overall ¢ 74.8 83.7 81.3 65.8 70.7 74.8 65.8
mse, 0.074 0.06 0.099 0.133 0.105 0.088 0.147
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Table 2. Effect of reducing the number of input features on recognition score.

inpt 40 36 27

layr 3 3 3 4 5

m 15 15 5 0 15 20 5 9 10 5 s 6 10
perf 100.0 100.0 86.4 98.5 100.0 100.0 100.0 100.0 100.0 66.7 40.9 66.7 80.3
best 100.0  100.0 100.0  100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
mse 0.0007 0.0007 0.002 0.0008 0.0003 0.0006 0.0006 0.001 0.0007 0.002 0.005 0.003 0.003
1 48.7 82.9 48.7 48.7 48.7 48.7 48.7 487 60.9 48.7 48.7 48.7 48.7
2 100.0 87.8  48.7 48.7 48.7 48.7 48.7 100.0 80.4 487 75.6 487 48.7
3 100.0 68.3 100.0 100.0 100.0 100.0 100.0 53.6 80.4 100.0 100.0 65.8 100.0
Net 8.9 79.6  65.8 65.8 65.8 658 658 674 739 658 748 544 65.8
mse, 0.095 0.071 0.114 0.107 0.12 0.088 0.135 0.101 0.089 0.101 0.079 0.153 0.121

made on the impact over the classification efficiency
of the model by reducing the number of input
features while increasing the size of the network.

The results demonstrate that the fuzzy neural
model is capable of recognizing distorted patterns.
This is a positive indication of the strength of the
neural net-based approach in classifying fingerprints
that may possess distortion. The noise could be in
the form of cut marks, blurs or perhaps be due to
insufficient inking or smearing of the fingerprint
images. Limitations regarding the availability of
fingerprint data restricted us to some extent. The
ability to handle more fingerprint classes will be
investigated. Although only synthetic distortion has
been used in the present work, the results hold
promise for further investigation with naturally
distorted fingerprint patterns.

We observed that the fuzzy MLP was translation
invariant in classifying the fingerprint patterns with
respect to the input window. We plan to extend
the model in future to be rotation invariant as well.
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