


1. Introduction

With the rapid growth in size and number of available databases, mining for

knowledge, regularities or high-level information from data became essential to

support decision-making and predict future behavior [5,9]. Data mining tech-

niques, used for achieving the above goals, can be classified into the following

categories: classification, clustering, association rule mining, sequential pattern

analysis, prediction, data visualization etc. [5,7,9,17,24].

Association rule mining is one of the important tasks of data mining in-

tended towards decision support. Basically it is the process of finding some

relations among the attributes/attribute values of a huge database. Inside the

huge collection of data stored in a database, some kind of relationships among

various attributes may exist. Discovery of such relationships will help in taking

some decisions. Finding these relationships within a vast amount of data is not

a simple job. The process of extracting these relationships is termed as asso-

ciation rule mining. These relationships can be represented as an IF–THEN

statement. IF <some conditions are satisfied> THEN <predict some values of

other attribute(s)>. The conditions associated in the IF part is termed as

Antecedent and those with the THEN part is called the Consequent. In this

article, we will refer them as A and C, respectively. So, symbolically we can

represent this relation as A ! C and each such relationship that holds between

the attributes of records in a database fulfilling some criteria are termed as an

association rule.

Another kind of rules, called classification rules, can also be represented in

the same structure, but are completely different from association rules. In this

kind of rules, the consequent part contains the values of only one attribute and

this attribute is predefined. But there is no such restriction in case of associa-

tion rules. Any attribute and any number of attributes may appear in either

side. The only restriction is that the two parts should not have a common

attribute, i.e., A \ C ¼ /.

A number of algorithms have been developed for searching these rules

[2,4,19]. In the next section, we will give a brief introduction to this family of

algorithms. However, these algorithms have their limitations. In the present

work, we tried to visualize association rule mining as a multi-objective [14,27]

problem rather than single objective one and tried to solve it using genetic

algorithms [20,28]; thereby removing some of the limitations of the existing

approaches.

The rest of this article is organized as follows. In Section 2 an overview of the

existing association rule mining techniques is provided. Section 3 discusses the

multi-objective nature of association rules mining problems, and provides a

brief introduction to Pareto based genetic algorithms. Section 4 covers the de-

tails of the proposed work, including the encoding-decoding scheme. Analysis

of results is put in Section 5. Finally, Section 6 includes the concluding remarks.
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2. Association rule mining algorithms: An overview

Existing algorithms for mining association rules are mainly based on the

approach suggested by Agrawal et al. [2,3]. Apriori [3], SETM [18], AIS [3],

Pincer search [21], DIC [6] etc. are some of the popular algorithms based on this

approach. These algorithms work on a binary database, termed as market

basket database. On preparing the market basket database, every record of the

original database is represented as a binary record where the fields are defined

by a unique value of each attribute in the original database. The fields of this

binary database are often termed as an item. For a database having a huge

number of attributes and each attribute containing a lot of distinct values, the

total number of items will be huge. Storing of this binary database, to be used by

the rule mining algorithms, is one of the limitations of the existing algorithms.

Another aspect of these algorithms is that they work in two phases [2]. The

first phase is for frequent item-set generation. Frequent item-sets are detected

from all-possible item-sets by using a measure called support count (SUP) and a

user-defined parameter called minimum support. Support count of an item set is

defined by the number of records in the database that contains all the items of

that set. If the value of minimum support is too high, number of frequent item

sets generated will be less, and thereby resulting in generation of few rules.

Again, if the value is too small, then almost all possible item sets will become

frequent and thus a huge number of rules may be generated. Selecting better

rules from them may be another problem.

After detecting the frequent item-sets in the first phase, the second phase

generates the rules using another user-defined parameter called minimum con-

fidence (which again affects the generation of rules). Confidence factor or

predictive accuracy of a rule is defined as

Confidence ¼ SUPðA [ CÞ=SUPðAÞ:

Another limitation of these algorithms is the encoding scheme where sepa-

rate symbols are used for each possible value of an attribute. This encoding

scheme may be suitable for encoding the categorical valued attributes, but not

for encoding the numerical valued attributes as they may have different values

in every record. To avoid this situation, some ranges of values may be defined.

For each range of values an item is defined. This approach is also not suitable

for all situations. Defining the ranges will create yet another problem, as the

range of different attributes may be different.

Apart from these, another problem of these algorithms is that while gen-

erating the rules, the orders of the items also play an important role [1]. In these

algorithms, it is not possible to generate a rule of the following format, I1 I2 I6
I8 I10 I12 fi I4 I5 I9 (suffix indicates the order of appearance of the item in the

binary database); though these relationships may be present inside the data-

base. The proposed approach is free from this limitation also.
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Existing algorithms, try to measure the quality of generated rule by con-

sidering only one evaluation criterion, i.e., confidence factor or predictive

accuracy. This criterion evaluates the rule depending on the number of

occurrence of the rule in the entire database. More the number of occurrences

better is the rule. The generated rule may have a large number of attributes

involved in the rule thereby making it difficult to understand [11]. If the gen-

erated rules are not understandable to the user, the user will never use them.

Again, since more importance is given to those rules, satisfying number of

records, these algorithms may extract some rules from the data that can be

easily predicted by the user. It would have been better for the user, if the

algorithms can generate some of those rules that are actually hidden inside the

data. These algorithms do not give any importance towards the rare events,

i.e., interesting rules [15,22].

In the present work we used the comprehensibility and the interestingness

measure of the rules in addition to predictive accuracy. In the next section, we

will discuss about them in detail. Using these three measures––comprehensi-

bility, interestingness and the predictive accuracy, some previously unknown,

easily understandable rules can be generated. Hence, the rule-mining problem

is not a single objective problem; rather we visualize them as a multi-objective

problem.

3. Multi-objective optimization and rule mining problems

It is always difficult to find out a single solution for a multi-objective

problem. So it is natural to find out a set of solutions depending on non-

dominance criterion [8,12,14,29]. At the time of taking a decision, the solution

that seems to fit better depending on the circumstances can be chosen from the

set of these candidate solutions. A solution, say a, is said to be dominated by

another solution, say b, if and only if the solution b is better or equal with

respect to all the corresponding objectives of the solution a, and b is strictly

better in at least one objective. Here the solution b is called a non-dominated

solution. So it will be helpful for the decision-maker, if we can find a set of such

non-dominated solutions. Vilfredo Pareto suggested this approach of solving

the multi objective problem. Optimization techniques based on this approach

are termed as Pareto optimization techniques.

Based on this idea, several genetic algorithms were designed to solve multi-

objective problems [13,25,26]. Multiple-Objective Genetic Algorithm (MOGA)

[13] is one of them. Here the chromosomes are selected (using standard selection

scheme, e.g. roulette wheel [28] selection) using the fitness value. Fitness value is

calculated using their ranks, which are calculated from the non-dominance

property of the chromosomes. The ranking step tries to find the non-domi-

nated solutions, and those solutions are ranked as one. Among the rest of the
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chromosomes, if pi individuals dominate a chromosome then its rank is as-

signed as 1þ pi. This process continues till all the chromosomes are ranked.

Then fitness is assigned to the chromosomes such that the chromosomes having

the smallest rank gets the highest fitness and the chromosomes having the same

rank gets the same fitness. After assigning the fitness to the chromosomes,

selection, replacement, crossover and mutation operators are applied to get a

new set of chromosomes, as in standard GAs.

As mentioned earlier, in the present work we used the comprehensibility and

the interestingness measure of rules in addition to predictive accuracy (which is

already discussed in the previous section) as objectives of multi-objective GAs.

Let us discuss them here. It is very difficult to quantify understandability or

comprehensibility. A careful study of an association rule will infer that if the

number of conditions involved in the antecedent part is less, the rule is more

comprehensible. To reflect this behavior, an expression was derived as

comp ¼ N � ðnumber of conditions in the antecedent partÞ [11]. This expres-
sion serves well for the classification rule generation [16] where the number of

attributes in the consequent part is always one. Since, in the association rules,

the consequent part may contain more than one attribute, this expression is not

suitable for the association rule mining. We require an expression where the

number of attributes involved in both the parts of the rule has some effect. The

following expression can be used to quantify the comprehensibility of an

association rule,

Comprehensibility ¼ logð1þ jCjÞ= logð1þ jA [ CjÞ:

Here, jCj and jA [ Cj are the number of attributes involved in the conse-

quent part and the total rule, respectively.

Since association rule mining is a part of data mining process that extracts

some hidden information, it should extract only those rules that have a com-

paratively less occurrence in the entire database. Such a surprising rule may be

more interesting to the users; which again is difficult to quantify. For classifi-

cation rules it can be defined by information gain theoretic measures [15]. This

way of measuring interestingness for the association rules will become com-

putationally inefficient. For finding interestingness the data set is to be divided

based on each attribute present in the consequent part. Since a number of

attributes can appear in the consequent part and they are not predefined, this

approach may not be feasible for association rule mining. So a new expression

is defined which uses only the support count of the antecedent and the con-

sequent parts of the rules, and is defined as

Interestingness ¼ ½SUPðA [ CÞ=SUPðAÞ� � ½SUPðA [ CÞ=SUPðCÞ�

� ½1� ðSUPðA [ CÞ=jDjÞ�:

Here jDj is the total number of records in the database.
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This expression contains three parts. The first part, [SUPðA [ CÞ=SUPðAÞ],
gives the probability of generating the rule depending on the antecedent part,

the second part, [SUPðA [ CÞ=SUPðCÞ], gives the probability of generating the

rule depending on the consequent part, and (SUPðA [ CÞ=jDj) gives the

probability of generating the rule depending on the whole data-set. So com-

plement of this probability will be the probability of not generating the rule.

Thus, a rule having a very high support count will be measured as less inter-

esting.

4. The proposed method

In the present work we tried to solve the association rule-mining problem

with a Pareto based genetic algorithm. The first task for this is to represent the

possible rules as chromosomes, for which a suitable encoding/decoding scheme

is required. For this, two approaches can be adopted. In the Pittsburgh ap-

proach each chromosome represents a set of rules, and this approach is more

suitable for classification rule mining; as we do not have to decode the con-

sequent part and the length of the chromosome limits the number of rules

generated. The other approach is called the Michigan approach where each

chromosome represents a separate rule. In the original Michigan approach we

have to encode the antecedent and consequent parts separately; and thus this

maybe an efficient way from the point of space utilization since we have to

store the empty conditions as we do not known a priori which attributes will

appear in which part. So we followed a new approach that is better than this

approach from the point of storage requirement. With each attribute we

associate two extra tag bits. If these two bits are 00 then the attribute next to

these two bits appears in the antecedent part and if it is 11 then the attribute

appears in the consequent part. And the other two combinations, 01 and 10

will indicate the absence of the attribute in either of these parts. So the rule

ACF ! BE will look like 00A 11B 00C 01D 11E 00F. In this way we can handle

variable length rules with more storage efficiency, adding only an overhead of

2k bits, where k is the number of attributes in the database.

The next step is to find a suitable scheme for encoding/decoding the rules to/

from binary chromosomes. Since the positions of attributes are fixed, we need

not store the name of the attributes. We have to encode the values of different

attribute in the chromosome only. For encoding a categorical valued attribute,

the market basket encoding scheme is used. As discussed earlier this scheme is

not suitable for numeric valued attributes. For a real valued attribute their

binary representation can be used as the encoded value. The range of value of

that attribute will control the number of bits used for it. Decoding will be

simply the reverse of it. The length of the string will depend on the required

accuracy of the value to be encoded. Decoding can be performed as:
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Value ¼ Minimum valueþ ðmaximum value�minimum valueÞ

�
X

ð2i�1
��

� ith bit valueÞ
�

=ð2n � 1Þ
�

Where 16 i6 n and n is the number of bits used for encoding; and minimum &

maximum are minimum and maximum values of the attribute.

Using these encoding schemes values of different attributes can be encoded

into the chromosomes. Since in the association rules an attribute may be in-

volved with different relational operators [23], it is better to encode them also

within the rule itself. For example, in one rule a numeric attribute A may be

involved as AP value1, but in another rule it may be involved as A6 value2.

Similarly, a categorical attribute may be involved with either equal to (¼ ) or

not equal to („). To handle this situation we used another bit to indicate the

operators involved with the attribute. Equality and not equality are not con-

sidered with the numerical attribute. In this way the whole rule can be repre-

sented as a binary string, and this binary string will represent one chromosome

or a possible rule.

After getting the chromosomes, various genetic operators can be applied on

it. Presence of large number of attributes in the records will results in large

chromosomes, thereby needing multi-point crossover.

There are some difficulties to use the standard multi-objective GAs for

association rule mining problems. In case of rule mining problems, we need to

store a set of better rules found from the database. If we follow the standard

genetic operations only, then the final population may not contain some rules

that are better and were generated at some intermediate generations. It is better

to keep these rules. For this task, a separate population is used [10]. In this

population no genetic operation is performed. It will simply contain only the

non-dominated chromosomes of the previous generation. The user can fix the

size of this population. At the end of first generation, it will contain the non-

dominated chromosomes of the first generation. After the next generation, it

will contain those chromosomes, which are non-dominated among the current

population as well as among the non-dominated solutions till the previous

generation.

The suggested approach will work as follows:

1. Load a sample of records from the database that fits in the memory.

2. Generate N chromosomes randomly.

3. Decode them to get the values of the different attributes.

4. Scan the loaded sample to find the support of antecedent part, consequent

part and the rule.

5. Find the confidence, comprehensibility and interestingness values.

6. Rank the chromosomes depending on the non-dominance property.

7. Assign fitness to the chromosomes using the ranks, as mentioned earlier.
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8. Bring a copy of the chromosomes ranked as 1 into a separate population, and

store them if they are non-dominated in this population also. If some of the

existing chromosomes of this population become dominated, due to this

insertion, then remove the dominated chromosomes from this population.

9. Select the chromosomes, for next generation, by roulette wheel selection

scheme using the fitness calculated in Step 7.

10. Replace all chromosomes of the old population by the chromosomes se-

lected in Step 9.

11. Perform multi-point crossover and mutation on these new individuals.

12. If the desired number of generations is not completed, then go to Step 3.

13. Decode the chromosomes in the final stored population, and get the gener-

ated rules.

5. Implementation and results

The proposed technique was implemented on different data sets with satis-

factory results. Here we present the results on one such data set having 38

attributes and 8330 records. Crossover and mutation probabilities were taken

respectively as 0.8 and 0.02; 5 point crossover operator was used and the

population size was kept fixed as 40. Sample size and number of rules gener-

ated are put in the following table.

Sample size Number of

generations

Number of rules

generated

1000 100 24

200 31

300 31

1000 100 35

200 40

300 40

1000 100 27

200 36

300 37

2000 100 35

200 40

300 40

2000 100 35

200 40

300 40
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From the rule sets generated for different samples and for different number

of generations it is observed that after 200 generations it ceases to generate

more rules; in other words after that number of generations the GA converges.

From the results given above it can be seen that only for the third sample, it

gives an extra rule at the cost of 100 additional generations. Moreover, only a

very few number of attributes (3–4 attributes on both the antecedent and

consequent parts) got involved in the rules, which means that all the attributes

are not equally important; and the rules are simple to understand (compre-

hensible). The generated rules were not that much interesting (interestingness

value was order of 0.005).

If the confidence of the rule is used as one measure, sometimes some rules

with SUPðAÞ ¼ 1, SUPðCÞ ¼ 1, and SUPðACÞ ¼ 1 may be generated. That rule

will have a confidence 100%. So there is a chance that the rule may be declared

as a non-dominated rule. But the records satisfying that rule may be noise also.

Current algorithms do not face this problem, because the user parameter called

minimum support eliminates the probability of generation of such rules. In-

stead of the confidence, we used the support of the rule as one measure to

evaluate the rule thereby overcoming this problem.

6. Discussions and conclusion

Association rule mining is viewed as a multi-objective problem rather than

single objective one as assumed by most of the existing algorithms. This article

uses a Pareto based genetic algorithm to solve the multi-objective rule mining

problem using three measures––comprehensibility, interestingness and the

predictive accuracy. We adopted a variant of the Michigan approach to rep-

resent the rules as chromosomes, where each chromosome represents a sepa-

rate rule.

To improve the efficiency of this algorithm, some refinement may be re-

quired. For example, this algorithm works on a sample of the original data-

base, and the sample may not truly reflect the actual database. In the present

work, we used the random sampling method. Using some other sampling

techniques like regression based sampling or cluster-based sampling, a good

sample can be found. A perfect sample will improve the correctness of the rules

generated by the algorithm. Moreover, we tested the approach only with the

numerical valued attributes. It must be tested with the categorical attributes

also.
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