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a better framework. A robust work on MRF-based object

detection was demonstrated by Kuo et al. [10], where a

combination of temporal and spatial constraints of the image

frames are used with MRF to obtain the moving object location

from one frame to another. Some similar works were also

reported in [11] to demonstrate the effectiveness of the MRF

model in moving object detection from complex video scenes.

However, the schemes [8] and [9] are limited to the video

sequences captured by a fixed camera; and [11] is limited to

passive millimeter wave images. As per discussion by Babacan

and Pappas in their earlier work [12], it is observed that the use

of multilayer MRF model (introduction of temporal cliques)

for segmentation preserves temporal continuity, but can cause

fragmentation (segment one object in multiple parts).

Jodoin et al. [13] proposed a robust moving object detec-

tion and tracking scheme for both fixed and moving camera

captured video sequences, where MRF is used for label fields

fusion. Recently, the capability of the MRF model was well

exploited by Wang [14] for detecting moving vehicles in

different weather conditions. However, this approach is limited

due to its only applicability in gray scale videos.

In order to handle the spatial ambiguities of gray values, in

this paper, we propose a scheme that is able to detect moving

objects with accurate boundaries from videos captured by

moving camera. This algorithm uses a region-based motion es-

timation scheme. Here, we have proposed a new kind of MRF-

MAP framework, where fuzzy edge strength at each pixel

location is incorporated in the MRF modeling. The scheme is

able to preserve the object boundary for segmentation. RGB

color features are used. The spatial segmentation problem is

solved using the MAP estimation principle. The parameters of

MRF are estimated by Expectation Maximization (EM) algo-

rithm. In a region-based motion estimation scheme, to reduce

the complexity of searching, a rough knowledge of maximum

possible shift in object from one frame to another is obtained

by calculating the amount of shift in the centroid of the object

from one frame to another. Moving objects in the target frame

is detected by χ2-test-based local histogram matching, which

helps to detect objects present in a low illumination environ-

ment and may change its size from one frame to another.

The effectiveness of the proposed fuzzy edge map incorpo-

rated MRF modeling for spatial segmentation is evaluated by

comparing the results obtained by it with those of the spatial

segmentation by meanshift [15], conventional MRF modeling

[13], and MRF modeling with deterministic edge kernel. It is

found that the proposed spatial segmentation scheme provides

good results as compared to other approaches. Similarly, the

moving object detection results obtained by the proposed

scheme are compared with those obtained by optical flow [5],

label fusion [13], and level set [16] based schemes, and are

found to have less object-background misclassification. Accu-

racy of the proposed object detection scheme was evaluated by

Erdem and Sankur’s performance evaluation measures [17].

II. Proposed Algorithm for Object Detection

A block diagrammatic representation of the proposed

scheme is shown in Fig. 1. The proposed scheme uses a

Fig. 1. Block diagram of the proposed scheme.

region based motion estimation scheme for detecting moving

objects from a given video sequence. In the proposed scheme,

the incoming image frames of the given video sequence are

initially segmented into a number of homogenous regions by

fuzzy edge map incorporated MRF modeling. In this scheme,

the fuzzy edge strength of each pixel is incorporated in the

MRF modeling that is able even to preserve the blurred

boundary in the segmentation. In this context, we mention

that fuzzy set theories are reputed to handle uncertainties to

a reasonable extent, arising from deficiencies of information

available from a situation (the deficiency may result from

incomplete, ill-defined, not fully reliable, vague and contra-

dictory information). Thus, we use the concept of fuzzy-

edge modeling to handle spatial ambiguities at the object

boundaries.

The spatial segmentation problem is solved using the MAP

estimation principle. The parameters of MRF are estimated by

EM algorithm.

In the subsequent stages of the proposed scheme, region-

based motion estimation is used to find the moving objects in

the considered video image frame. In the region-based motion

estimation scheme, to reduce the complexity of searching, a

rough knowledge of maximum possible shift in object from

one frame to another is obtained by calculating the amount of

shift in the centroid of the object from one frame to another.

The moving objects in the target frame of a given video are

detected by χ2-test-based local histogram matching. The union

of all matched regions represents the moving objects in the

target frame.

III. Spatial Segmentation Using MRF Model

In this section, we discuss the process of MRF-based image

modeling, MRF-MAP estimation, and EM algorithm for MRF

model parameter estimation.

A. Spatial MRF Modeling

Here, it is assumed that the observed video sequence y is

a 3-D volume consisting of spatio-temporal image frames. yt

represents a video image frame at time t and hence is a spatial

entity. Here, we assume that the observed image frame yt =

yt(i, j) is a spatio-contextual entity of size M ×N. Each pixel

in yt is assumed as a site s denoted by yst . Thus, yst denotes a

spatio-temporal coordinate of the grid (s, t). Let x denote the

segmentation of video sequence y and xt denote the segmented

version of yt . Let us assume that Xt represents the MRF from

which xt is a realization. Here, Xt = Xt(i, j) is discrete valued
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and can take values from Q = {q1, q2, ..., qm} for each (i, j)εL,

where L is a finite lattice of size M × N. A realization of

Xt = xt is a partitioning of the lattice into m region types

such that xt(i, j) = qk, if pixel (i, j) belongs to the kth region

type. Each region type can occur in more than one location in

the lattice.

B. Proposed Fuzzy Edge Incorporated MRF Modeling

In spatial domain, Xt represents the MRF model of xt and

using Hamersely Clifford’s theorem [19] the prior probability

can be expressed as Gibb’s distribution with P(Xt) = 1
z
e

−Ū(xt )

T ,

where z is the partition function expressed as z =
∑

xt
e

−Ū(xt )

T ,

Ū(xt) is the energy function, a function of clique potentials

Vc(xt) [19]. This can be given as Ū(xt) =
∑

cεC Vc(xt).

According to Pott’s model [20] the clique potential function

Vc(xt) = −α if all labels in possible set of cliques (C) are

equal; otherwise, Vc(xt) = +α. Equal penalization of all the

boundary pixels results in a greater penalty to weak edge

pixels and a lesser penalty to the strong edge pixels. This

results in improper identification of boundary pixels in low

resolution or blurred images. To reduce these effects, one can

adhere to the concept of incorporating local statistics based

kernel function in MRF model as Ū(xt) =
∑

ηs
e−(xt⊗h), where

ηs denotes a predefined neighborhood of s. This defines the

energy function in MRF as a function of xt convolved with

some local statistic-based edge sensitive kernel h [18]. For

defining the local statistics of the image, one can consider a

Laplacian or Sobel-type edge kernel as in [21]. In this regard,

we found that Laplacian edge kernel gives noisy boundary.

Similarly, a thicker edge is obtained by Sobel-type edge kernel.

A video scene is likely to contain a number of regions

having fairly distinct gray levels as the object is moving from

one place to another of a given video. Generally, the change in

gray level between the successive regions in an image frame

is very common and edge detection techniques are found to

be effective only for images with significant contrast. Again, a

color image frame possesses high ambiguity within the pixels

due to its possible multivalued levels of brightness. Hence, the

inclusion of a deterministic edge kernel in MRF modeling is

not expected to yield a satisfactory solution. It justifies to apply

the concept of fuzzy set [22] based edge kernel [23] rather than

a deterministic edge kernel. In this paper, we propose to use

fuzzy set-based edge kernel in the MRF modeling.

Use of fuzzy edge kernel at a particular site (with a set of

neighboring pixels) makes the energy function look like

Ū(xst) =
∑

ηs

e− (xst⊗h)

Fc (1)

where

(xst ⊗ h) =
1

(

1 + |xst−x̄rt |
Fd

)Fe
. (2)

Here, Fe and Fd are two positive constants and are termed the

exponential and denominational fuzzifiers, respectively. The

constant Fc is an MRF convergence parameter. The term x̄rt

of (2) is represented as

x̄rt = max
rεηs

{xrt} or min
rεηs

{xrt}.

Hence, we may write the prior probability P(Xt) as

P(Xt) = e−Ū(xt ) =
1

z

∑

ηs

e− (xt⊗h)

Fc . (3)

In the considered expression (3), there are three constants

Fc, Fe, and Fd . There is no closed-form solution for estimating

the parameters Fe, Fd , and Fc. Hence, in the proposed scheme

we have manually fixed these parameters on a trial and error

basis.

The expression for MRF modeling with deterministic edge

kernel can be given by

P(Xt) = e−Ū(xt ) =
1

z

∑

ηs

e− ∇xst
Fc (4)

where ∇xst represents the gradient edge computed over a

particular site s of the image frame xt .

A standard problem in MRF-based segmentation is de-

termination of MRF model bonding parameter. The use of

a deterministic edge kernel for penalizing the MRF model

bonding parameter (α) always produces biased segmentation

results. It gets worsen if the images have distinctive peaks

in the histograms, and hence make the resulting α value unfit

for the model. The obscured or blurred boundary contains gray

level ambiguity. It is also true that the use of deterministic edge

kernel rarely gives satisfactory results in detecting obscured

edges from noisy and blurred scenes. Use of fuzzy sets [23],

[24] is found to provide satisfactory results in this regard.

Fuzzy set theories are reputed to handle uncertainties to a

reasonable extent, arising from deficiencies of information

available from a situation (the deficiency may result from

incomplete, ill-defined, not fully reliable, vague and contra-

dictory information) [24]. The utility of π function [as in (2)]

for modeling obscured edges of noisy images is already estab-

lished [23]. Hence, incorporation of fuzzy models will have

less chance of over-segmentation in spatial segmentation and is

expected to provides less object background misclassification.

C. MAP Estimation Framework

Here, the segmentation problem is considered to be a

process of determining a realization xt that has given rise to the

actual image frame yt . The realization xt cannot be obtained

deterministically from yt . Hence, we require to estimate x̂t

from yt . One way to estimate x̂t is based on the statistical

MAP estimation criterion. The objective of statistical MAP

estimation scheme is to have a rule, which yields x̂t that

maximizes the a posteriori probability, that is

x̂t = arg max
xt

P(Xt = xt|Yt = yt). (5)

Since xt is unknown, it is difficult to evaluate (5). Using Bayes’

theorem, (5) can be written as

x̂t = arg max
xt

P(Yt = yt|Xt = xt)P(Xt = xt)

P(Yt = yt)
. (6)

Since yt is known, the marginal probability P(Yt = yt) is

constant. Hence, (6) reduces to

x̂t = arg max
xt

P(Yt = yt|Xt = xt, θ)P(Xt = xt) (7)
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where θ is the parameter vector associated with estimation

of xt . In (7), P(Xt = xt) is the prior probability and P(Yt =

yt|Xt = xt, θ) is the likelihood function.

The likelihood function P(Yt = yt|Xt = xt, θ) can be

expressed as

P(Yt = yt|Xt = xt, θ) = P(Yt = xt + n|Xt = xt, θ)

= P(N = yt − xt|Xt = xt, θ)

where n is a realization of Gaussian noise N(µ, �). Thus,

P(Yt = yt|Xt = xt) can be expressed as

P(N = yt − xt|Xt, θ) =

1
√

(2π)f det
[

�Q

]

e− 1
2

(yt−µQ)T �−1
Q (yt−µQ) (8)

where � is the covariance matrix, det[�] represents the

determinant of matrix �, and f is the number of features (for

color image, RGB are the three features and it is assumed

that there is decorrelation among the three RGB planes). Each

pixel (i.e., site s) class in frame t is Qts = {q1, q2, ..., qm}
represented by its mean vector µQts

and covariance matrix

�Qts
. The likelihood function P(Yt = yt|Xt = xt) can be

expressed as

P(Yt = yt|Xt = xt, θ) =
∏

sεS

1
√

(2π)f det
[

�Qts

]

e− 1
2

(yt−µQts )T �−1
Qts

(yt−µQts ). (9)

Now, putting (9) and (3) in (7), we get

∧
xt = arg max

xt
{

∑

s∈S

1√
(2π)f det[

∑
Qts

]
e− 1

2
(yt−µQts )T

∑−1
Qts

(yt−µQts )

−
∑

ηs

(xt⊗h)
Fc

}

.

(10)

This can be rewritten as

∧
xt = arg max

xt
{

∑

s∈S

{

A −
[

1
2
(yt − µQts

)T
∑−1

Qts
(yt − µQts

)
]}

−

[

∑

ηs

(xt⊗h)
Fc

]}

(11)

where A = − 1
2

log((2π)f det
[

�Qts

]

). x̂t in (11) is the MAP

estimate of xt . Maximization of (11) requires 2q×M×N possible

image configurations to be searched, where q represents the

number of bits required to represent the segmented image

and M × N is the size of the image. The parameter θ =

{µQ, �Q} for each region type is estimated recursively with

EM algorithm [25]. We have considered a combination of both

simulated annealing and iterated conditional mode algorithm

[8], [9] for estimating the MAP of each incoming image frame.

D. EM Algorithm

The MRF model parameters are estimated recursively in EM

framework. Here, we describe the incomplete data problem

and the EM algorithm in a general framework. In the MRF

framework, yt is considered to be the observed data (i.e., the

given image frame) and xt as the corresponding unobserved

(original) data to be estimated (segmentation result).

For estimation of xt , the incomplete data yt is modeled with

MRF. We have considered θ = {µQ, �Q} as the parameter

vector associated with the estimated random variable. The aim

of EM algorithm is to estimate the parameter θ = {µQ, �Q}
based on the observed data yt . The algorithm begins with

an initial arbitrary value θo at zeroth instant of time and at

iteration u, image labels are estimated using the parameters

θu. The EM algorithm is an iterative scheme that follows two

steps as expectation step and maximization step.

In the expectation step, the function Q is calculated as

Q(θ|θu) = E {logP(Xt = xt, Yt = yt|θ)|Yt = yt, θ
u} . (12)

Equivalently, it may take the form

Q(θ|θu) =
∑

xtεXt

P(Xt = xt, Yt = yt|θu) logP(Xt = xt, Yt = yt|θu).

In maximization step, the current estimate θu+1 can be obtained

by maximizing the following:

θu+1 = arg max
θ

{Q(θ, θu)} . (13)

In our framework, we have used EM algorithm to estimate

the parameter {θ = xt, k}. Using the initial label estimate x0,

and the observed degraded image yt , the model parameter θ1

is estimated by maximizing Q(θ, θ0) as in [25]. This process is

iterated step by step until the parameters converge to optimal

values.

IV. Region Matching-Based Motion Estimation

In the proposed framework, for detecting moving objects

in different frames of a given video captured from a motion

dominant camera, we have proposed a region matching-based

motion estimation scheme. Here, we assumed that each mov-

ing object in the candidate frame (i.e., the frame in which the

object position is already known) contains a few homogenous

regions. As the object in the scene moves from one position

to another, the gray level contents/distribution of each region

corresponding to that object will remain unaltered.

In the initial phase of the proposed object detection frame-

work, the candidate frame and the target frame (i.e., the

frame in which the object is required to be detected) both are

segmented (spatially) by the proposed fuzzy edge incorporated

MRF model-based technique. As the position of the moving

object in the candidate frame is known, different gray-level

regions corresponding to the moving object parts in the

candidate frame can be obtained. The object detection task is

accomplished by matching the gray level distributions of these

regions corresponding to each moving object in the candidate

frame to a region in the target frame.

One can consider the entire image as the search space

for matching a region corresponding to the moving object

in the target frame. However, the complexity of searching

becomes very high. To minimize this effect, one can consider
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a brute force scheme (where object is assumed to be in the

neighborhood of the centroid of the object). In real-life videos

it may happen that from one frame to another, the varying

shape of objects may have a large movement/displacement.

Hence, to get an effective object detection technique we have

proposed a new kind of measure that will give a rough estimate

of maximum possible shift in object position in the target

frame using the amount of shift in the centroid of objects

from the candidate to the target frame. This information

is used to define a search space in the target frame. The

regions corresponding to an object location in the candidate

frames are matched with a region inside the search space

of the target frame by considering a χ2-test-based histogram

matching scheme.

A. Calculation of Shift in Object Position

The centroid shifting framework is designed to find the

maximum possible movements of a region corresponding to

moving objects in the target frame. Let us consider two image

frames at tth and (t + d)th instant of times, where the tth

frame is the candidate frame and the (t + d)th frame is the

target frame. Our aim is to find a rough estimate/idea of the

maximum possible shift in object position from tth to (t +d)th

frame.

Let us consider (ît, ĵt) to be the centroid of the candidate

frame that can be obtained as follows:

ît =

∑

m

∑

n m ∗ yt(m, n)
∑

m

∑

n yt(m, n)
ĵt =

∑

m

∑

n n ∗ yt(m, n)
∑

m

∑

n yt(m, n)

where (m, n) is the coordinate of a pixel in the image frame.

There are d number of moving objects in the scene, and the

positions of these d numbers of moving object locations in

the candidate frame are known. We can obtain the centroid

of each moving object in the scene by darkening the other

objects in the candidate frame object location as follows:

îtb =

∑

m

∑

n m ∗ ctb(m, n)
∑

m

∑

n ctb(m, n)
ĵtb =

∑

m

∑

n n ∗ ctb(m, n)
∑

m

∑

n ctb(m, n)

where b = 1, 2, ..., d. The value of ctb(m, n) in the tth frame

for the bth object can be obtained as follows:

ctb(m, n) =

{

1, if pixel at (m,n) is in the bth object region

0, otherwise.

We have computed the distance of each object centroid from

the candidate frame centroid as

Distt,tb(i) = |ît − îtb| Distt,tb(j) = |ĵt − ĵtb|.

For the (t + d)th frame (target frame), we have computed the

centroid as follows:

î(t+d) =

∑

m

∑

n m ∗ y(t+d)(m, n)
∑

m

∑

n y(t+d)(m, n)

ĵ(t+d) =

∑

m

∑

n n ∗ y(t+d)(m, n)
∑

m

∑

n y(t+d)(m, n)
.

Similarly, the shift in centroid of target frame from the object

location in the candidate frame can be obtained as

Dist(t+d),b(i) = |î(t+d) − îtb|, Dist(t+d),b(j) = |ĵ(t+d) − ĵtb|.

In the (t + d)th frame, the maximum possible shift in object

in x-direction can be given as

shift(x,(t+d)b) =

const ∗ max{|Dist(t+d),b(i) − Distt,b(i)|b=1,2...d}. (14)

Similarly, in the y-direction it can be given as

shift(y,(t+d)b) =

const ∗ max{|Dist(t+d),b(j) − Distt,b(j)|b=1,2...d}. (15)

Here, the const represents a constant that resolves the camera

movement and scaling of the object in the scene, and is a +ve

constant. For the considered video sequences we have fixed

the range of const as 1 < const < 5.

To find the moving object locations in the target frame

initially, the centroid corresponding to each object in the

candidate frame is located in the target frame. Search will

be made up to shift(x,(t+d)b) in the +ve and −ve directions of

the x-axis and shift(y,(t+d)b) in the +ve and −ve directions of

the y-axis. A region is searched in the target frame where it

exactly matches a region corresponding to the object “b” in the

candidate frame. It is very difficult to detect moving objects

from low illumination videos or objects scaled from one frame

to another. Hence, in the proposed scheme, region matching is

performed by χ2-test-based local histogram comparison [26],

as described below.

B. Local Histogram Matching by χ2-Test

For matching each region corresponding to a moving object

in the candidate frame to a region within the search space in

the target frame, we have used a histogram matching scheme.

Here, the region information is obtained by the proposed MRF-

fuzzy edge map-based spatial segmentation scheme. Each

time, we search for a pixel within the search space in the

target frame and test whether the pixel belongs to a region

type in the obtained spatial segmentation or not. The histogram

corresponding to the new region is then matched with a region

corresponding to the object in the candidate frame by χ2-test

[26].

The χ2-test is a statistical method of determining the

similarity between two distributions. By χ2-test the distribu-

tion/histogram of two regions can be compared by

χ2((h(bg,yt )), (h(g,y(t+d)))) =

l=M−1
∑

l=0

|(h(bg,yt )) − (h(g,y(t+d)))|
(h(bg,yt )) + (h(g,y(t+d)))

.

The term h(bg,yt ) represents the histogram corresponding to a

region in bth object of the candidate frame (at tth instant of

time). The term h(g,y(t+d)) represents the histogram correspond-

ing to a region within the search space (as obtained by the

centroid shifting scheme) in the target frame (at (t+d)th instant

of time). Here, g represents any region in the target frame

within the obtained search space and g = 1, 2, ..., p, where p

is the total number of regions. Number of possible gray level

bins in the histogram is considered as M. Two regions are

said to be similar if χ2((h(bg,yt )), (h(g,y(t+d)))) ≤ ε, where ε is a

small +ve constant. The locations of moving objects obtained

by the proposed region-based motion estimation scheme are
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represented by a binary map, where object regions are given

white color and background regions are given black color and

this map is termed foreground region map.

The foreground region map corresponding to the moving ob-

jects in the target frame is marked with white color. Hence, the

obtained foreground region map is a binary output with moving

objects as one class (denoted by FMt) and the background as

the other class (denoted as BMt). The regions forming the

foreground part in the foreground region map are identified

as moving object region, and the pixels corresponding to the

FMt part of the original frame yt form the VOP.

V. Results and Discussion

In this section, we show some experimental results of the

proposed algorithm. The algorithm is implemented in C/C++

and is run on Pentium D, 2.8 GHz PC with 2 G RAM and

Ubuntu operating system. The proposed scheme is tested on

several video sequences; however, for space constraints we

have provided results on two test video (color) sequences. We

have considered one Wall Flower video sequence and one UCF

sports action sequence [27]. The video sequences are Diving

and LightSwitch. To make the problem more challenging, few

frames of these sequences are blurred with a 5 × 5 averaging

filter.

The result analysis section is divided into three parts.

In the first part, we have provided results obtained by the

proposed fuzzy edge incorporated MRF modeling for spatial

segmentation of the considered video frames. To validate the

proposed scheme, results obtained by this are compared with

those of spatial segmentation by the meanshift scheme [15],

the conventional MRF model [13], and the deterministic edge

incorporated MRF model-based schemes. In the considered

expression (3), we have replaced the fuzzy edge kernel with

a deterministic kernel and termed it spatial segmentation by

MRF modeling with deterministic edge kernel [as expressed

in (4) of Section III-B] and also used it for comparison.

In the second part of the experiment, the region-based

motion estimation scheme is used for identification of the

moving objects in the considered video frames. The proposed

scheme is validated by comparing the results obtained by the

proposed scheme with object detection by the optical flow

scheme [5], the MRF-based label fusion scheme [13], and the

level-set-based scheme [16].

In the third part of the experiment, validation of the pro-

posed scheme is carried out by two performance evaluations,

one for spatial segmentation and the other for object detection.

The manual constructed ground truth images are considered

for evaluating the performance of both the schemes.

A. Visual Analysis of Results

The first video considered for our experiments is Diving

video sequence having a single moving object, i.e., a “gym-

nast” diving from the spring board. Here, the moving object

is the “gymnast.” The considered frames of the sequence

are 1st, 7th, 13th, and 19th, as shown in Fig. 2(a). The

spatial segmentation results obtained by the meanshift, the

conventional MRF model, and MRF model with deterministic

Fig. 2. Spatial segmentation of frame numbers 1st, 7th, 13th, and 19th of
the Diving video sequence. (a) Original frames. (b) Spatial segmentations
using meanshift scheme. (c) Spatial segmentations using only MRF model.
(d) Spatial segmentations using MRF and deterministic kernel based local
edge prior. (e) Spatial segmentations using proposed fuzzy kernel based local
edge prior.

edge kernel are shown in Fig. 2(b)–(d), respectively. It is

observed from these results that the output obtained by these

approaches is over-segmented. This is due to the fact that the

gray-level variation of one region to another of the image

frames is very less. The boundary of the object in the scene is

blurred and hence is indistinguishable. The deterministic edge

incorporated MRF scheme is also unable to identify the object

boundary accurately. The results obtained by the proposed

fuzzy edge incorporated MRF modeling scheme are shown

in Fig. 2(e), where the different parts of the image frames

were properly segmented as compared to the results obtained

by the meanshift, the conventional MRF model [13], and the

deterministic edge incorporated MRF model.

The moving object VOPs obtained for different frames of

this sequence using optical flow-based scheme are shown in

Fig. 3(b). It is found from these results that the diving gym-

nast was not properly identified by the optical flow scheme.

Similarly, the moving object detection results using the label

fusion scheme are shown in Fig. 3(c). It is observed from

these results that this technique also was not able to identify

different parts of the gymnast correctly. The moving object

detection results using the level-set-based scheme are shown

in Fig. 3(d), where the gymnast was not properly detected in

many frames. However, the results obtained by the proposed

scheme [as shown in Fig. 3(e)] have correctly detected the

gymnast in different frames of the considered sequence.

The second example we have considered in our experiment

is LightSwitch sequence having one moving object i.e., a

person as shown in frames 1857th, 1858th, 1859th, and 1860th

of Fig. 4(a). This sequence is available in [28]. In this video

sequence illumination of the scene is changing as the door

of the room is opening and closing. We have considered

few frames of the video where the person is entering into

the room and then the door of the room is getting closed;

hence, the reflectance value of each pixel in the scene is
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Fig. 3. VOPs of frame numbers 1st, 7th, 13th, and 19th of the Diving

video sequence. (a) Original frames. (b) VOP generated using the optical
flow scheme. (c) VOP generated using the label fusion scheme. (d) VOP
generated using the level-set-based method. (e) VOP generated using the
proposed scheme.

Fig. 4. Spatial segmentation of frame numbers 1857th, 1858th, 1859th, and
1860th of the LightSwitch video sequence. (a) Original frames. (b) Spatial
segmentations using meanshift scheme. (c) Spatial segmentations using only
MRF model. (d) Spatial segmentations using MRF and deterministic kernel-
based local edge prior. (e) Spatial segmentations using proposed fuzzy kernel-
based local edge prior.

changed accordingly. Spatial segmentation of these frames

using meanshift, MRF modeling [13], and deterministic edge-

based MRF scheme is shown in Fig. 4(b)–(d), respectively.

It is observed from these results that the output obtained

by these approaches is over-segmented. The results obtained

by the proposed model are shown in Fig. 4(e), where the

accuracy of segmentation is more as compared to the results

obtained by the meanshift, conventional MRF model [13], and

deterministic edge incorporated MRF model.

The detected moving object VOPs obtained for different

frames of this sequence using optical flow-based scheme are

Fig. 5. VOPs of frame numbers 1857th, 1858th, 1859th, and 1860th of the
LightSwitch video sequence. (a) Original frames. (b) VOP generated using
the optical flow scheme. (c) VOP generated using the label fusion scheme.
(d) VOP generated using the level-set-based method. (e) VOP generated using
the proposed scheme.

shown in Fig. 5(b). It is found from these results that the object

“man” was not properly identified by the optical flow scheme.

Similarly, the moving object detection results using the label

fusion scheme are shown in Fig. 5(c). It is observed from these

results that this technique also was not able to identify different

parts of the person correctly. The results obtained by level-set-

based scheme [as shown in Fig. 5(d)] have falsely detected

many parts as the object. However, the results obtained by

the proposed scheme [as shown in Fig. 5(e)] have detected

the moving person in a better way in different frames of the

considered sequence.

B. Quantitative Analysis of Results

Although humans are the best evaluator of any vision

system, it is not possible for the human being to evaluate the

performance in a quantitative manner. Hence, it is necessary to

evaluate methods in an objective way. To provide a quantitative

evaluation of the proposed scheme, we have provided two

ground-truth-based performance measures. One measure is

considered for quantitative evaluation of the proposed spatial

segmentation scheme and the other measure is used for quanti-

tative evaluation of the obtained moving object locations. For

both these measures we have initially built some manually

segmented ground-truth images. The results obtained by the

proposed scheme and the label fusion scheme are compared

with the corresponding ground-truth images. For evaluating

the accuracy of the proposed spatial segmentation, we have

used the pixel-by-pixel comparison of the ground-truth images

with the obtained spatial segmentation results. This measure

is also called number of misclassified pixels.

To prove the effectiveness of the proposed scheme, we have

plotted the misclassification error for six sampled frames as

shown in Fig. 6. It is found that the results obtained by the

proposed scheme have higher accuracy.

To evaluate the performance of detected moving object

locations, we have considered the performance evaluation
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Fig. 6. Misclassification error curve. (a) LightSwitch video sequence.
(b) Diving video sequence.

TABLE I

Performance Measure

Video PM∗ OF∗ LF∗ LS∗ Proposed

MiP∗ 0.47 0.37 0.37 0.21

LightSwitch MP∗ 0.39 0.28 0.18 0.24

SP∗ 0.16 0.11 0.13 0.10

CP∗ 0.34 0.26 0.26 0.18

MiP∗ 0.55 0.51 0.43 0.42

Dive MP∗ 0.40 0.38 0.28 0.22

SP∗ 0.40 0.31 0.26 0.22

CP∗ 0.45 0.39 0.32 0.29

∗PM: performance measure, OF: optical flow, LF: label fusion,
LS: level set, MiP: misclassification penalty, MP: motion penalty,
SP: shape penalty, CP: combined penalty.

scheme of Erdem and Sankur [29]. This scheme utilizes four

different measures: misclassification penalty, motion penalty,

shape penalty, and combined penalty. It may be noted that

all these measures should be low for proper detection of

moving objects. The performance measures for all the video

sequences are given in Table I. The performance measures

presented in this table are obtained by taking an average of

six individual frame’s statistics. It is found from this table that

the proposed scheme provides less amount of misclassification

penalty, motion penalty, shape penalty, and combined penalty

as compared to the optical flow [5], label fusion [13], and

level-set [16] based schemes.

Times required by different techniques, to detect the moving

objects per frame from the considered video sequences, are

provided in Table II. It is observed from this table that optical

flow-based scheme takes very less time for moving object

detection. The proposed scheme takes comparable amount of

time with that of label fusion scheme and much less time than

the level-set-based scheme. This makes the proposed algorithm

useful for specific offline applications, such as visual scene

analysis, event analysis in surveillance, video annotation, and

video motion capture.

We have successfully tested the proposed scheme over 25

video sequences (15 benchmark and 10 real life). We also

have tested the proposed fuzzy edge incorporated MRF model

for spatial segmentation with the area and variance-based

correlation measure [7], [30] for object detection. From the ex-

periments we also found that variance-based measure is quite

sensitive to illumination variation and noise. If the object in a

video sequence is scaled from one frame to another, the area-

based correlation also fails to give satisfactory results. How-

ever, the proposed fuzzy edge kernel incorporated MRF model

for spatial segmentation with χ2-test-based local histogram

TABLE II

Time (in Second) Required for Execution of Different

Algorithms per Frame

Video FN∗ OF∗ LF∗ LS∗ Proposed

1857 6 18 40 23

LightSwitch 1858 6 18 40 23

1859 6 18 40 23

1860 6 18 40 23

1 6 18 60 23

Diving 7 6 18 60 23

13 6 18 60 23

19 6 18 60 23

∗FN: frame number, OF: optical flow, LF: label fusion,
LS: level set.

comparison gives better result with affordable computational

complexity.

VI. Conclusion

A new region matching-based motion estimation scheme to

detect moving objects from given video sequences captured by

moving camera was developed. We proposed a spatial segmen-

tation technique by incorporating the fuzzy edge map of pixels

in MRF modeling to preserve accurate object boundaries. In

this approach, initially, a rough estimate of object locations

in the scene is obtained by estimating the amount of shift

in the centroid from one frame to another. The location of

moving objects in a scene was obtained by χ2-test-based local

histogram matching, which helps to detect objects from a low

illumination environment or objects scaled from one frame to

another. From the experimental results, we can conclude that

the proposed scheme can be successfully applied for detecting

moving objects from videos captured by moving camera in

low illumination conditions. The spatial segmentation results

obtained by the proposed scheme were compared with those

of meanshift, conventional MRF modeling and MRF mod-

eling with deterministic edge kernel are found to be better.

Similarly, the moving object detection results obtained by

the proposed scheme were compared with those obtained by

optical flow, label fusion, and level-set schemes, and was

found to provide less object-background misclassification. It

was also observed that the proposed scheme took more time

than optical flow scheme, comparable amount of time with that

of label fusion scheme, and less time than the level-set-based

scheme.

The proposed scheme does not yield good results, if the

object of interest has cast shadows in the scene. It also does not

provide good results for objects with oclussion/disocclusion.

In our future work we will try to solve these problems.
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