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ABSTRACT

A new spatio-temporal segmentation approach for moving object(s) detection and tracking from a video
sequence is described. Spatial segmentation is carried out using rough entropy maximization, where
we use the quad-tree decomposition, resulting in unegual image granulation which is closer to natural
granulation. A three point estimation based on Bera Distribution is formulated for background estimation
during tempoeral segmentation. Beconstruction and tracking of the object in the target frame is performed
alter combining the two segmentation outputs using its color and shift information. The algorithm is more
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significantly high.

robust to noise and gradual illumination change. because their presence is less likely to affect both its
spatial and temporal segments inside the search window. The proposed methods for spatial and temporal
segmentation are seen to be superior to several related methods. The accuracy of reconstruction has been

1. Introduction

In computer vision object detection and tracking is an impor-
tant tasl. The application of object tracking in video sequences has
been studied over the years [8,21]. In this task there are differ-
ent types of uncertainties and ambiguities which is making this
task a difficult problem. The first step towards detecting an object
from a video sequence is to find the ohject as a separate segment
in the frame, The object can be separated out from its background
according to spatial homogeneity and/or based on temporal homo-
geneity. If the object and background can be separated properly
in any feature space, then only spatial segmentation can give sat-
isfactory result. But, in most of the cases the total object cannot
be solely extracted from the background. On the other hand tem-
poral information plays an important role in detecting object. But,
without huge change from frame to frame or without having prede-
fined background, temporal segmentation technigue is also unable
to extract the total object out in the video sequence [21). In the
present article we have defined a spatio-temporal segmentation
technique, where the spatial and temporal segmentation outputs
are merged together to construct the target object for detection and
tracking of it efficiently and accurately.

Understanding of an image depends on its proper partitioning.
Granulation can be useful to find segments/regions in an image.
Pedrycz et al. showed how granular computing plays an effective
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role to define vagueness [14,1] in several sets with soft boundary.
Depending on the application, granulation could be of different
types with granules of equal or unequal size, although unequal
granules are more natural for real life problems. Here we use rough
entropy [12], with unequal image granulation, incorporating some
modifications for video image segmentation. The basic idea under-
Iving the rough sets approach to information granulation is to
discover the extent to which a given set of objects [e.g., pixels
in windows of an image) approximates another object of interest
[e.g., image region . Rough sets along with granular computing have
been applied to several areas of image processing [12.10] but hardly
on video processing. Here we use rough set and granular comput-
ing to handle the uncertainties and ambiguities in video images and
find these to be effective,

Detection of an object can be viewed in another way as removal
of background. In case of video sequences the proper estimation
of a background plays an important role. There are several meth-
ods for background construction [7,18). But, the time complexity or
memory requirements of most of the techniques are very high. We
know that, when a random variable follows Beta Distribution [G),
the mean and standard deviation of the variable can be estimated
by three point estimation, It is normally used in time estimation in
management issues [9]. We found this technique useful to estimate
the background and foreground deviation from the background of
a video sequence and applied it for temporal segmentation.

Temporal and spatial information need to be used in such a way
that the proper object can be reconstructed. We have considered
the color distribution combining the spatial and temporal segmen-
tation outputs and the object locations in the previous two frames
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Fig. 1. Block diagram of the proposad methodology.

to optimize the search region. There exist several methodolo-
gies dealing with object location estimation from previous frames,
but most of them consume large memory. Whereas, in our case,
less memory is required as information only from the previous
two frames is to be stored. The block diagram of the proposed
methodology for tracking is given in Fig. 1. where the bubbles
show defined methodologies used for the steps in the rectangular
blocks.

The objective of the investigation is to develop a spatiotemporal
approach to detect and track the moving objects using still cam-
eras efficiently and accurately. We propose here the rough entropy
based image segmentation, background estimation using three
point estimation for single and double objects under various illumi-
nation conditions and a method of combining them judiciously. We
also perform the comparison of segmentation to evaluate with sim-
ilar methods, Accuracy is evaluated with ground truth for detection
and tracking. The novelty of the contribution mainly lies with

(a) formation of granules of unequal size which is more natural,

{b) formulating three point approximation method for background
estimation, and

[c) combining spatial and temporal segmentations using both color
and shift information of the object.

This paper is organized as follows. In Section 2 we have dis-
cussed the basic concepts of rough sets in brief and a spatial
bi-level segmentation technique according to rough entropy maxi-
mization [12,19]. In Section 3, we have proposed a new technigue of
background estimation based on a three point estimation. Section
4 describes combination of spatial and temporal segmentation
results, In Section 5, we have presented the results and comparative
performance on several types of video images. The spatial seg-
mentation technigque is compared with Otsu's thresholding, rough
entropy maximization with uniform granules [ 12] and the recently
reported rough fuzzy entropy based segmentation [17] both visu-
ally and quantitatively. Temporal segmentation is compared with
a popular and widely used techmgque: mixture of Gaussian (MoG),
and a change detection technigue: linear change detection (LDD)
[5]. We show how our proposed simpler technique results in less
noisy foreground. The reconstruction results have been validated
with ground truth. The object(s) in the sequences has (have) been
found to be successfully tracked.

2. Rough entropy based spatial segmentation

Incompleteness of knowledge within an universe leads to gran-
ulation. A measure of the uncertainty in granulation quantifies
this incompleteness of knowledge. Theory of Rough sets [13] has
recently become a popular mathematical framework for granular
computing, as the effect of the incompleteness of knowledge about
auniverse becomes evident only when an attempt is made to define
a set in it, The focus of rough set theory is on the ambiguity caused
by limited discernibility of objects in the domain of discourse, In
case of gray level images, gray levels have limited discernibility
due to inadequacy of contrast. That is why rough set and granu-
lar computing comes to be an effective tool for gray level image
analysis.

2.1, Concepr of rough set and image definition

Let A4 == U. A= be an information system, where, U repre-
sents the universe and A represents the set of attributes, Let Bc A
and X< U The set X (where X< ) can be approximated using
the information contained in B only and this could be done by
constructing the lower and upper approximations of X, If X< 1,
the set ({xclf:[x]p< X} is known as B-lower approximation of X
[(BX), i.e., this set will always be a subset of X. Similarly, the set
ixelU:[x]anX + @ | represents the B-upper approximations of X in
U {BX ) which will always have a nonzero intersection with X. Here
|x]g denotes the equivalence class of the object x e U relative to I
(the equivalence relation). These are illustrated in Fig. 2, where the
set of granules within red lined area represent the lower approx-
imation of the object of interest, whereas the granules within the
green lined area represent its upper approximation {For interpreta-
tion of the references to color in this sentence, the reader is referred
to the web version of the article.). Therefore, a rough set is nothing
but a crisp set with rough representation.

The roughness of a set X with respect to B is characterized
numetically [13] as & = 1 - [|BX]/1BX1).

Let the universe [ be an image (I of size M = N) consisting of
a collection of pixels, Then if we partition U into a collection of
non-overlapping windows of unequal size (of size m; = n;, where
i reflects the ith granule say), each window can be considered as
a granule ;. Object regions in the image can be approximated by
rough sets depending on the granulation. Let it needs to be classi-
fied into object and background classes {0 and B) and the gray level
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Upper Approxdmation B rough entropy to get the required threshold basically implies min-
imizing both the object roughness and background roughness.
Unknown Set ( foreground
ohject) to be Estimeted X 2.2, Formation of granules
Lower A granule is a clump of objects (points), in the universe of
Approimation BX discourse, drawn together by indistinguishability, similarity, prox-
_ Dafinsd imity, or functionality [22]. There exists several methods about
Granules ] ; the formation of a granule for measuring the ambiguity in images

Fig. 2. Rough sets representation (with unequal granules) of a set (foreground
obyject} with upper and lower approximarions,

threshold be T. The object lower (0} and upper (07) aApproxima-
tions are constructed given the granulation as:

Oy The set af the granules with all the pixel values grater than T

Op: The set of the granules with at least one pixel value grater than
T

The background lower (8] and background upper (B approxi-
mations are constructed in similar manner, An example of this kind
of approximation in a gray level image is shown in Fig. 2.

The rough set representation of the image (i.e., object 07 and
background By) for a given granulation depends on the value of T.

The roughness of ohject Or and hackground By are defined as
[12]

R —1_ 1911 _ [Orl= 10y
107l - [Or|
1Byl _ |Brl— By
[Br| [B|

(1)
RB., =1=

where | .| reflects the cardinality of a set, In the aforesaid discussion,
we have considered the unequal sized granules instead of equal size
as it was in [12). The details about the formation of the granules
have been discussed in Section 2.2,

2.1.1. Rough entropy measure and ohject extraction

Rough entropy (RE) of an image is defined as
REr = ~ 5 [Ro, loggase(Ro, )+ Ray ogase (Rs, )1 (2)

Thisis a modified version of the one defined by Pal et al, [12]. We
choose different values of base (BASE in Eq. [2)) instead of consid-
ering only “e". This equation provides the flexibility to choose the
right value of the BASE for the image under consideration with the
amount of noise present in it. Through experimentation, we found
that for most of the images a BASE value of “10" is quite suitable.
However one can choose the value “e” or “2" as the BASE. In this def-
inition of rough entropy the maximum value of *17 will be attained
at 1/(BASE), which is a function of BASE, providing the necessary
flexibility (as all the entropy values for roughness <1/BASE is set
as 1 to eliminate the noise) to compensate for the noise, while
computing the rough entropy.

To detect the object, we have used the method of object
enhancement/extraction based on the principle of minimizing the
roughness of both object and background regions, for maximizing
REr, with unequal granules. The REr, forevery T, of the image is com-
puted, representing the entropy of background and object regions
(0, Thand (T+1,---,L—1), respectively. The value of T for which
REr is maximum is selected as the optimum threshold to provide
the object background segmentation, Note that maximizing the

[17.20]. In the present article the unequal granules are formed by
drawing the pixels of an image together based on their spatial adja-
cency [19), as well as gray level similarity. The granulation is based
on gquad-tree decomposition of each frame of the video sequence.
The quad-tree decomposition of the image is performed based on
the gray level difference among the pixels, within a window of the
image, That is, the image will be divided into granules as long as
the difference between the maximum and minimum gray values in
a granule is greater than a certain threshold, in this way both the
gray level and spatial ambiguities are taken care of. The first and the
third quartiles of the image gray level distribution (denoted as Q4
and Q4 ) are considered to calculate the threshold (GrTh) for granule
detection with

GrTh = M (3)

The resulting granules, thus formed automatically using image
statistics, are unequal in size which is more appropriate and natural
for real life problems.

Mote: In the proposed method the quad-tree decomposition is
done only once and the same decomposition is considered for the
consecutive frames. Moreover, the threshold detection problem is
carried out first time on all possible values of gray-level, and in
the consecutive frames the search for the threshold is limited only
around that obtained in the previous frame. This two implemen-
tation strategies improve the speed of detection of object without
deterioration in accuracy.

3. Background estimation based temporal segmentation

The aim of background estimation approach is to construct a
background model from the available information of the video
sequence 5o that the object can easily be separated. This process is
also known as temporal segmentation, that is extracting the moving
pizels from a video as a segment.

There are several methods to estimate the background of a video
sequence [2]. Frame difference, median filter, linear predictive fil-
ter, approximate median filter, Kalman filter, mixture of Gaussian
are the commonly used approaches to construct a background of a
video sequence taken from a still camera. Here we are proposing a
three point approximation based background estimation method.

3.1. Background estimation technigue

In our method of temporal segmentation we have dealt with
the statistical distribution of gray levels for one pixel in previous N
frames. We can say that the video sequence is a discrete probability
distribution of gray levels for every pixel. According to [6], when a
random variable follows Beta Distribution, the mean and standard
deviation of the variable can be estimated by three point estimation.
We have applied this technigue to estimate the background. The
standard deviation of distribution for possible error due to random-
ness is considered. These two (i.e., mean and standard deviation)
together helps in characterizing the background. The estimated
background is subtracted from target frame to delineate the object.
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Fig. 3. Pictorial representation of the defined tracker with labeled vertices.

3.1.1. Three point estimation technigues

The beta distribution along with triangular distribution [G] can
also be used to model events which are constrained to take place
within an interval defined by a optimistic and pessimistic value,
In PERT {Program Evaluation and Review Technigue) this property
of beta distribution was extensively used. The technique evolved
around the approximations for the mean and standard deviation
of a Beta distribution. Here the three points used to estimate the
mean and the standard deviation are named as optimistic point,
maost likely point and pessimistic point.

In our proposed approach of temporal segmentation we have
used previous three frames to estimate the background and
standard deviation. Let the previous three frames of the tth frame be
denoted by fi_q, fi_2» and f;_s respectively. Our estimation is based
on the aforesaid three point distribution, where,

a=max(f,_1.fi—z, fi_3) (4)
b = median(fi_1. fi_z. fi_3) (3)
c=min(fi_y, fr_z.fi-3) (6)

a, b and ¢ denote the optimistic, most likely and pessimistic points
respectively. The mean and standard deviation are defined accord-
ingly as:

F A 4h +¢
o= ——
_a-c

Er R (&)

(7)

In Eq. l:-'-"].f; is the estimated background for frame fi. A pixel filx,
¥) will be detected as a foreground pixel if its difference from the
estimated value is greater than E (normally chosen as 3, as it is
found experimentally suitable] times of variance. Therefore, [x, y)
will be a foreground pixel if

Ifr(x, ¥) — felx, ¥)| = Edy (9)

Otherwise, the pixel will be treated as a background pixel. The
choice of a, b and ¢ are relevant, because in a video sequence, it
is natural to assume that the median values will be the most likely
one and the fraction of the difference between maximum and min-
imum values of a distribution will be helpful to find the variance.

Therefore such an approximation can give a better estimate of the
background. It is also fast to approximate, because it is based on
only three previous frames.

Mote: Three points have been derived here from the previous
three frames. However, one can also use more frames.

4, Target localization and tracking

In this section we show how the system combines both the
spatial and temporal segmentation techniques and apply it to
reconstruct the moving object in the target frame and track it.
At first, the reference model from the first frame is marked. After
having the two (spatial and temporal) segmented images of the
target frame, we have taken the intersection of the two segments
to get the object region which is common to both. The statistics
of this common region (as this region will definitely belong to
the object and likely to have the color variation of several object
regions due to containing the boundary parts) is estimated in the
RGE feature space. Here, we used the mean (mn) and maximum
deviation [max _dev) of this intersecting region in the RGE feature
space. After having these infarmation, we place a tracker on the
current frame within which the pixels will be scanned. The size of
the tracker depends on the spatial shift of the object centroid and
its direction of movement between the previous two frames with
the location of center the same as that was in the previous frame.
Let, the locations of the centroid in (r—1)th and (r-2)th frames
be (x-, ¥o) and (x, ¥, ) respectively. The Euclidian distance {the dis-
tance 5] between two of them will determine the size of the tracker
(Tx. Ty) and the signs of dy = (x- — &) and dy = (¥ — y; ] will deter-
mine the direction of the object movement. That is, we assume that
after changing the location from the previous frame to the target
frame, the whole object should be within the area considered by
the tracker. This is done by giving more importance to the direc-
tion in which change occurs. The details of it is given in Section 4.1.
Then we start to scan each pixel within the tracker, which belongs
to either spatial or temporal segment (i.e., union of both segments
within the tracker). The feature-wise difference between the value
ofthe pixel and the mean (mn) computed for each pixel are checked.
If the difference is less than the maximum deviation (i.e., max_dev)
then that pixel is considered as a part of the object, otherwise of
background,
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Fig. 4. Spatial segmentation results on (al frame no, 135 of the Servelllance Scenario Sequence from PETS=2000, (b) frame no. 56 of the Walk? seguence from PETS-2004 and
[c] frame no. 370 of Derasenld from OTCRVSE-2007 (1) original, (2] Otsw's thresholding, {3) RE with 4 = 4 granule, (4) RE with 6 = & granule, (5) RFE and (6) proposed method,

4.1, Algorithm for reconstruction and tracking

The object detection and tracking starts with selection of a
tracker. Here we have considered a rectangular tracker, which com-
pletely covers the object that is to be tracked. The initial tracker
is defined as a rectangular box, whose vertices are given as [[Ty.
Ty ) (Taar, Ty ) (T, Ty and (Tog, Ty )), shown in Fig. 3. Then the
following are the steps to detect the object and to track it. In the
beginning of the algorithm the first frame is considered as the ref-
erence frame. Then it is segmented into regions and the object of
interest is marked.

Step 1

Step 2:

Srep 3

Step 4

Convert the input color (RGB) image ([ to gray level image
(Y] by using the equation: ¥=03R+0.59CG+0.115.

Apply the rough entropy based image segmentation.
(Note : Here, the advantage of considering a window
around the threshold in the previous frame is exploited
for segmentation of video images in the current frame.)
Do a temporal segmentation according to three point esti-
mation (Section 3.1}

Design the tracker according to the following:IFd, =0
then, Ty =Tu+1.255 and Ty=T, —0.755 ELSE Ty =Ty
+0.755 and Ty=T,y - 1.25sFdy, =0 then, Ty=Tw+1.258
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and Ty =T, =0755ELSETyy =Ty, +0.755 and Ty=Ty
—1.25s5.Here, Ty =T + Tx,l and Ty - Tvu + Ty].

The intersection of the two segmented images within the
tracker is considered in RGE feature space and the mean
{mn) and maximum deviation (max - dev) of those points
are calculated in the same feature space.

For every pixel (x, ¥) within the tracker, which belongs
to either spatial or temporal segmented region, do
the following:F |fe(x, y)—mn|<max_devy and |[fz(x.
¥)—=mn|=max _devg and [felx. ¥)—mn|<max _devg then
Flx, vi=I(x, v) ELSE R x, v)=0(here, F is the detected object
image].

Redefine the tracker around the detected object for track-
ing.

Repeat Steps 1-8, for all the frames in the video sequence
for tracking of the moving object. &

Step 5:

Step 6:

Step 7:

Step 8:

5. Results and discussions

Experiments along with comparisons were conducted to eval-
uate the effectiveness of the proposed algorithm in (a) spatial
segmentation, (b) temporal segmentation, (c) reconstruction, and
[d] tracking. We have performed our experiments with differ-
ent types of data sets: (1) Surveillance Scenario from PETS-2000
[15], (2) Walk3 from PETS-2004 [16], {3) Dataset03 from OTCBVS-
2007 [4]. However, to limit the size of the paper, we have shown
the results on some of the frames of these video sequences,
anly.

At first we present the results of spatial segmentation and
remporal segmentation, and demonstrate their comparative per-
formance with other existing methods, This is followed by the
results of reconstruction and tracking.

5.1. Results of spatial segmentation

In Fig. 4, we have shown some results of bi-level segmenta-
tion performed on three frames of the aforesaid video sequences.
Here one individual frame of a video sequence is considered as a
still image. For the sake of comparison we have performed Otsu's
thresholding, rough entropy maximization based thresholding [RE)
with uniform granules [12] of sizes 4 « 4 and 6 « 6 and rough fuzzy
entropy based segmentation (RFE) [17] with crisp granule, crisp
set and 6 « 6 granule size. Fig. 4 shows the comparative segmented
outputs. Since in our proposed method with unequal granules, the
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smallest size was found to be 5 « 5, we showed the results corre-
sponding to equal sized granules of 4 « 4 and 6 = 6 only [as they are
closest to 5 = 5) when comparing with rough set theoretic segmen-
tation.

In Fig. 4, it can be seen visually that the proposed segmenta-
tion method can separate out the object of interest more clearly
than the other methods. Though, rough entropy method with gran-
ules of size G = 6 gives equally good results in some of the cases,
the size of the granule is to be chosen experimentally [12], which
is not much practically feasible, It can be seen that threshold-
ing by Otsu's method is the poorest in comparison to other three
results,

To compare the performance of the techniques guantitatively
we compute the #index [11] and DB index | 3] for all frames (frame
nos. 133-180) of Surveillonce Scenario [15] video sequence. We
know that, for a given no. of classes the higher value of # and lower
the value of DB are desirable for good segmentation.

In our example the no. of classes was taken as two. The variation
of fvalues and DB values is shown in Fig. 5 (a) and (b) respectively.

In Fig. 5 the "*-" line denotes 8 and DB index obtained by the
proposed method, the =" and “+-' lines denote the @ values and
DB values obtained by RE method with 6 < 6 and 4 = 4 granules
respectively. The '=" line denotes the values of the two indexes
according to RFE. The ‘o-'denotes the £ and DB values obtained
after segmentation by Otsu's thresholding. As f-values are higher
and DB values are lower in case of our method, we can say that, the
proposed algorithm is also superior quantitatively in the current
sCenario.

5.2, Results of temporal segmentation

Fig. 6 shows comparative performance of our method with one
of the most popular technigques: {MoG) [18), and a change detection
technique: linear change detection (LDD) [5]. LDD has been imple-
mented with 5 = 5 window, 0.05 threshold and the frame before
the previous frame as the reference frame. In case of our technigue
the noise present in the segmented images is much less compared
to other two methods and the object in the current frame can be
detected properly as seen from Fig. 6. (One may notice that, if an
ideal reference frame was available in case of LDD, the results could
be better, but, it is not available in the current scenario.) The bound-
aries of the ohjects are seen to be clearly extracted with our method
almost covering the region of interest. This shows that the proposed
technique is more efficient, accurate and simpler.
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(c)

Fig. 6. Results of temporal segmentation by (2] MoG, (3] LDD and (4) proposed method on {a} frame no. 145 of the Surveillance Scenaria Sequence from PETS-2000, {b) frame
no. 52 of Waalk3 sequence from PETS-2004, and (¢} frame no. 448 of Dateset(3 from OTCEVS-2007.

5.3, Results of reconstruction In Fig. 7, we have shown only three of such video sequences,
one frame from each sequence along with its ground truth. We

We have implemented the algorithm on several video sequences have also evaluated the performance of the reconstruction results
and gZot satisfactory result, ie., the objectfobjects of interest
can be reconstructed properly (very close to the ground truth).

(1) (3)

Fig. 7. Results of validation (1) original frame, (2) ground truth, and {3) reconstruction by proposed method of (a) frame no. 145 of the Surveillance Scenario Sequence from
PETS-2000, (k) frame no. 52 of the Walk3 sequence from PETS-2004, and [¢] frame no. 448 of Dataset03 from OTCEVS-2007,
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Fig. 8. Resulls of tracking (a) frame nos, 133, 145, 161, 180 of the Syrveillance Scenarfo Sequence from PETS-2000, (b frame nos. 58, 87, 101, 159 of Walk3 sequence from
PET3-2004, and (c] frame nos. 416, 436, 462, 478 of Dataserd? from OTCEVS-2007,

From Table 1, it can be said that the proposed algorithm is very
effective for reconstruction of the object/objects of interest. All the
values of Precision, Recall and Feoor- obtained for the different kinds
of sequences with single or multiple moving objects are grater than
0.85; signifying high accuracy of the algorithm.

Mote that here we have taken four frames from each video
sequence. Recall, Precision and Fippre are computed for each frame.
An average of these four frames is reported in Table 1. However the
results will be similar for the other frames also.

5.4, Results of tracking

Here, the results of tracking by implementing the algorithm
on four frames from each of the aforesaid sequences are shown.
Each of the sequences has different types of object with different
kinds of movement. In the first sequence (Fig. 8(a)), i.e., the Surveil-
lance Scenario from PETS-2000[15), a car is moving through out the
frame and its shape and size are changing gradually. In the second
sequence (Fig. 8(b)) Walk3 from PETS-2004 [16], a man is walk-
ing through the h-line, getting stopped, waving his hand and then
returning back. There are two objects moving in different direc-
tions in the third sequence (Fig. 8(c)) Dataset03 from OTCBVS-2007
[4]. In all the sequences the object/objects are being tracked prop-
erly which shows the effectiveness of the algorithm on videos of
different characteristics.

Mote that, the algorithm of tracking is more robust to gradual
illumination change and noise. Because, even if those occur in a

Table 1

Reconstruction accuracy on Surveillonce Scenarie, Walkd and Dataset02 sequences,
SEfuences Recell Precision Ficore
Surveillance Scenario 085 0.86 0.85
Walk3 0.89 0.94 0.91
Durbaser (13 0.86 0.95 0,50

certain frame it could not affect both the segments of that frame
within the search window.,

6. Conclusions

A spatio-temporal video segmentation approach for ohject(s)
detection and tracking is described. The method uses granular com-
puting and rough entropy for spatial segmentation and a three
point estimation for temporal segmentation. The combination of
these two segmentation results is used for the detection, recon-
struction and tracking of the object(s] in video sequences. Image
granulation is performed using quad-tree decomposition resulting
in unequal granules which is closer to natural granulation. Here,
we have used gray level as a feature for formation of granules, One
may use any other feature {color, texture, etc. or combination of
them) depending on the application.

The proposed spatial segmentation technigue is seen to perform
well on several kinds of video images. The method is faster as the
gray levels for optimal threshold are searched only within awindow
of the threshold value obtained in the previous frame. Results with
unequal granules are found to be superior both visually and quanti-
tatively than those of three other techniques. # index and DB index
also reflect it well. The temporal segmentation results are superior
to MoG and LDD as less amount of noise is present there. The recon-
struction results are validated with the ground truths and it has an
accuracy of more than 85% for all the sequences under consider-
arion, particularly in some cases it is as high as 91%. The method
is robust to noise and gradual illumination change as it judiciously
combines both spatial and tempaoral segments for detection,

The overall methodology is less complex and results in an
accurate and efficient algorichm for tracking. The novelty of the
investigation mainly lies with formation of granules, background
estimation with three point approximation, and using both color
and shift information of object(s) during reconstruction.
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