Sankhyd : The Indian Journal o} Staiistice
1977, Volume 89, Sorics 13, Pt. 2, pp. 145-150.

PROBABILITY INEQUALITIES INVOLVING ESTIMATES
OF PROBABILITY OF CORRECT CLASSIFICATION
USING DEPENDENT SAMPLES

By SHIBDAS BANDYOPADHYAY
Indian Statistical Inatitute, Calcuiia

SUMMARY. Deriilic ohservations on the samo unit are common in time related studies,
Such ohanrvations am connidenul in twn population ehewification prohlem wher tha two poputa-
tiona am twa distinet points of time,  Various clawnification rulen ae conxidered depending on
the knowladgn of the parametom in the distribution.  Fisher's and Smith's estimatom of the
prohahility of enrmet clnasifiention ar stidiod for each af theso rulea and probahility incqualities
involving them am ontablinhed,

1. INTRODUCTION
Lot w bo an oxperimontal unit which is a random outeoma from a popula-
tion 7. It is known that  is idontical to one of two specificd populations
m snd 7, whero m, and 77, denoto the sameo population #° at two distinet points
of timo £, and 1, respectively. Let Xy = X(w) be a px 1 veetor of observations
on tho unit w observed at time /. Tho problem iv to clussify o, i.o., identify
7 with ono of 7, and 7,

Wo shall assume that

Xe=m+ Uy o (L
whera

Up=oUi_y+&, =0, £1, 42, .. e (1.2)
and ¢'snroi.id. Np[0, A], [u| < 1. Then, tha joint distribution 0[‘.\’,I and X,

may ho written as (seo Andorson, 1971)

~ Ny , VR . (1L3)
X, Ne pS S

ta

Wo may noto that whon p in (1.3) is zera, our problem reduces to the
standard elassification problem.

When parameters in (1.3) are not complotely known, information about
thom is obtained from a semple of N units @, @, ..., wy from #°, cach
unit is observed at £, and £, with X, as tho X-obscrvation on tho unit w,
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observed ot timo 4, (i=12), (@=12...N). Then, (X, Xy
(@ =1,2,..,N) ero i.id. and tho distribution is given Ly (1.3).

Let If; denote tho hypothesis that Xy is from my, io., t =4, {{=1,2).
Lot Py(R) denoto the probability of correct elassifieation (PCC) of a classifien-
tion rulo R whon 77, obtains, (i = 1,2). In this papor, we consider tho rules
R such that

P(R) = P,(R) = P(R). e (14)

When parametors in (1.3) aro known, the rule 3* which accopts 17, if,

and only if,
a— VSN — i — ) € 0 e (1.5)

is minimax Bayes rule (Anderson, 1958).

When the parametars in (1.3) aro not completely known, wo consider the
rule ¢ which accopts H, if, and only if,

X, —X)’BY2X,—X,—X,) <0 - (16)
whoro X, =(/N) él‘“" (i=12

and, B is a consistont and unbinsed estimator of . B depends on tho know-
ledge of = and p as given bolow,

Case (a): T is known. In this case,
B=Z% o (1D

Case (b) : I is unknown but p is known. In thia caso,

B = (81u—p8)3—pSu+Su)2(N—1)(1—p*) .. (18)
whero Sy = o (Xe,— X)X =Xp), (.5 =1,2).
qe=1

Case (c): Both T and p are unknown. In this caso,
B = (8 +8x)/2AN—1). e (19)
Noto that, g, and g, aro treated to bo unknown. In caso they.are known,
the analysis is dono replacing X, by M (E=1,2),

Lot i, 3, and yr, donoto the rulo i givon by (1.6) for B givon respeativels
by (1.7), (1.8) and (1.9). The rules y, and i, aro also likelihood ratio rules.
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B in (1.8) is baaed on tho maximum likelihoud eatimator of £ using the samplo
only and 50 is B in (1.9) when p = 1. When p> 1 and under case (¢), the
maximum likelihood estimator of B = obtained iteratively (Kim, 1971) and
wo take B givon by (1.9) as an approximation,

Following VFisher (1936) and Smith (1047} two astimators of PCC will

bo considered, namely (b(&/'l) and Cy(y) respoctively, whero
A =[(X,—X,yB(X,— X e (110)

and Cy(y) is tho proportion of correctly classified observations from 7, when
tho rulo ¥ i used,

Tot A?, (t=1,23) bo At given by (1.10) for B given by (1.7), (1.8) and
(1.9) respactivoly.
Tn this study, following inequalitics aro established.

&C\(Y) > P(Y*) > Plyn), (i=1,2) e (LY
and .
&C\(Y) > (A, [2) . (112)

for all p. Morcover, whon A is sufficiently small

&O(&if2) > P(Y*), (i=1,2,3) e (113)

holds for all p. In the standard case, ie., when p = 0, inequalities (1.11)
and (1.12) haro been established by Hills (1966) for p = 1 and generalised by
Das Gupta (1974) for oll p.

2. INEQUALITIES

Qinca P* and gy, (i =1, 2, 3) satisfy (1.4) and ¢¥* is uniquo Bayoes rulo
whan the paramoters aro known, following argumonts of Hilla (1866, (2),
page 8) we have

P*)> Pl), (i=1,2,3). @1

xl

For tho rnlo ¥*,
P = P [Gre=pny'=( .\',—’-“*;#) < 01Xy~ Npl, )]

= ®(A[2),
wharo A = [(fty— 1) Tty —p ).
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Tha exact expressions for P(y), (i = 1, 2, 3) aro quito invalved whenp > 1,
For p = 1, thay aro equal to Piy), which ix casily ohtained as,

P(y) = D(a)+D(h)—20(a)D(), . (29)
where a = (A2)(1—-p)2N)
and b= —(ARN+(14p)2NT0.

Noxt wo consider Smith’s estimators,  For any of the three choicea of B,
&0\ = P(X,— X, B-YX = XN+ ()X, —X,) < o).
When p=1,
aCy) = &Gy, (=123

= ®(a)+D(c)—2D,(a, ¢; ;). U R
whero ¢ = —(A2) 1=V +p)2N) L,
p =cja
and  dy(u, v; p) = ,ﬁ_j _j o\p[ 7= p)("' et -pm)l dude.

Forp = 1and ¥V, = X,,—}(X,+X,),1,=X,— X, tha conditional expee-
tation of 7, given Iy =wis (—v/2). Thus P[I", > 0,1, > 0] < P[T", <0,
Ve> 0]. So we get

aCy) =P(v\r, <0}
=PV <0, V,>014+P(1", >0, Ty < 0]
> PV, >0, V,> 014+-P[V, > 0, 1, < 0]
=PV, >0]
= d(—ec). e (249)

Thus, from (2.1) and (2.4) it follows that (1.11) holds for (i =1,2,3)
when p = 1.

To prove (1.11) for § = 1 and p > 1, dofinoe vy, vy, and ¢, by

v =KX, - X)), v =ZNX,—X))
and v = L0, (0y0y) "k

Then
&C\(yn) = Pl > —i(vivy)t)

= @o[(1—1/¥)13,/2] o (29
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sinco conditional distribution of ¢, given v, is N[0, (1—1/2)]. Thus reducing
thoe problem to univaristo one by considering a linear compownd of the original
voriables and following Das Gupta (1974, (4.12), (4.13), pugo 759) wo got (1.11)
fori=1and p> 1.

TFor { = 2 and p > |, varintes aro easily transformed so that

Zi= (1= X)X, — Ry
uN-2
and (81— pS12—p82,+ S) (1 —p?) = ‘-\-:l ZiZy,

where Zg's aro iid. N(0,X) and distributed indopendontly of X, and X,.
Thon following Das Gupta (1974, (4.18), (4.19), pago 761) wo get,

&C\y) = &FIAS2)(0—1/N)1),

where F s the ¢.d.f. corresponding tw tho density givon by

IN-3
L)

S(ea(l—u?) ‘—_l. Juj< 1.

Noto that F is free from p.  Using (2.4) and tho above result and once again
following arguments in Das Gupta (1974, (4.21), pago 761) wo got (1.11) for
i=2forp> 1.

Finally we consider Fisher's ostimators.

For p=1
avdn = p[0-X(s+ Z5Ee) <o),

whoro v~ N(0, X), indepondently of X, and X,, Thon

ED(A,[2) = D(a)+O(d)—D,(a, d; p,) e (2.6)
whero d = —(A2)[14(1—p)2N)
pa = dla.

Trom (2.6) und (2.2) wo have

&0(A,/2) > Py)
if p= 0 ginco b = d and ps < 0. Tt also follows from (2.5) that (1.12) holds

for all p. Noto that, oxcopt for a constant factor A:. (i=1,23) is a chi-
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square, F or & mixture of ¥a for I given by (1.7). (1.8) and (1.9) respoctivoly.

Hence
lim @OA2) >} =0(0), (i=1,273).
A—0

Henco (1.13) holds for all p, fer sulliviently small A,
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