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ABSTRACT

This paper reviews the Stochastic Frontier Production Function (SFPF) Models with
error components, termed as technical inefficiency error and noise variable in a cross
section framework. It tries to unify all such models incorporating (i) truncation or non-
normality of the technical inefficiency error term and (ii) correlation between the two
error components. Allocative inefficiency error terms are also introduced and are assumed
to be correlated among themselves.
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1. INTRODUCTION

The Frontier Production Function (FPF) can be defined as the locus of maximum
possible output levels for different levels of input combinations. The output of each firm
is thus bounded above by a frontier. The frontier function becomes stochastic if a noise
variable-is introduced besides the inefficiency error. The error is then composed of two
awe terms - (i) noise variable which is assumed to be normally distributed and (ii)
inefficiency error which takes only negative values. More specifically, the model can be

written as:

Y =g(X,, X,,..., X ) exp(t+ v), (1)

where v 1s the general statistical noise variable and t 1s the inefficiency error term giving
rise to the technical inefliciency of the firm. Y is the level of output and X''s are inputs.
Since T < 0, the firm 1s said to be maximum efficient if T = 0 and the firm is on the
frontier. If we ignore the noise variable, the firms are either efficient (t = 0) or have
various degrees of inefficiency depending on the specific values of T. Thus the scatter
points lie on or below the frontier function. It is the noise variable which introduces
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flexibility to the frontier function. In that case some of the points of the scatter diagram
may lie above the frontier function. However, the calculation of the efficiency of a firm
is done through the value of 1. Besides, there is another type of inefficiency of firm
which is known as allocative nefficiency. Allocative inefficiency of a firm can not be
introduced in a single equation model. It is necessary to take a system approach.

A firm either maximizes it's profit or output function subject to a given level of costs
of inputs or minimizes it's cost function subject to a given level of output. The solution
is the optimum combination of input levels.' If a firm is able to use the optimum levels
of inputs then the firm is called allocative efficient. Otherwise the firm is allocative
inefficient. Allocative inefficiency thus comes from the first order conditions:

og ,
W, =p ('é; )} exp(t) for all i,
where w. is the 1th input price and p is the output price. It is here the distortion term from
the optimum level is introduced for each input to capture the allocative inefficiencies of

the firm (Kumbhakar (1987)). The first order conditions are rewritten as-

%,
W, = p ('éf:) exp(t) exp(u) for all 1, (2)

where u. 1s the error term of the ith input giving rise to allocative inefficiency. Thus u,
= () means the firm is allocative efficient.

Rewriting equations (1) and (2) we get,
T+ v =1y, x) ... (3a)
T +u = f(y, x), for all 1. ... (3b)

The observations are y and x; values of the firms and the prices of inputs and the
output. Once the joint distribution of 7, v and u's are defined, it is possible to get the
maximum likelihood estimates of the parameters of the model.

2. THE DISTRIBUTIONAL ASSUMPTIONS OF THE ERROR COMPONENTS

In the standard literature it is assumed that 1, v and u.'s are independent. In this case
the joint pdf is f_f .f, the product of the densities of t, v and u. E.g., v and u/s can be
assumed to follow a normal distribution and the technical inefficiency term 1s assumed

| We shall only discuss maximization of profitoutput function. A Frontier Cost Function may analogously be defined
and technical and allocative inefficiency found (See for example: Schmidt and Lovell (1979, 1980), Kopp and Diewert
(1982), Bauer (1990), Ferrier and Lovell (1990)).

2 For maximization, the noise variable v is ignored. The existence of v makes the model flexible and the estimates robust
against extreme observations (Pal, Ghosh and Neogi (2003)).
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to follow a half-normal distribution (Aigner, Lovel and Schmidt (1977), Pal, Neogi and

Ghosh (1998)). If moreover u's are also assumed to be independent of each other then
the joint distribution of ¢, v and u (u= (u, u,, ..., u)") is then

f.f,.£ = {(2/\2r ©)exp(-17(20 2)}.{(1/ 2r & )exp(-v¥/(20 ))}.

{(1/(J2rn )? o,. 0,...0 Jexp(-Zu?202)}. -00<1<0, -0<v<oo and -co<u<oo,

where ¢, ¢, and (o, G,, ..., G ) are the standard deviations of t, v and u's respectively.

An 1immediate generalization of the above formulation is to the multivariate normal

distribution of u/s. The product of the individual pdf's of the u's are replaced by the
multivariate normal density as given below.

f.£.£ = {(2/J2rn o)exp(-t%(26 *)}.{(1/\[2n & )exp(-v*/(2c2))}.
{(1/(2m )™ |Z ' )exp(- ¥ TZ' ¥ /2)}. -00<1<0, -c0<v<o and -co<u.<co,

where ) is the covariance matrix of the random vector u.
The u's in this case are assumed to be correlated among themselves.

The assumption of half-normal distribution of t has been criticized in the literature
on the ground that it gives the maximum frequency at T = 0, i.e., there are maximum
number of firms near the frontier line. This is unlikely. Instead we can take a truncated

normal distribution for t (Stevenson (1980), Kumbhakar (1987)). This necessitates the
following change in the pdf of t.

= (V/y2n o )exp(-(z-p )20 D))/ _1( 1/J2n 6 )exp(-(t—p Y/(20 ))dr, -00<1<0,

where p_is the mean value of the untruncated <.

This is in fact a generalization of the half-normal distribution. u_ = 0 leads the
distribution to the half-normal. Even here p_2> 0 implies that there is a maximum frequency
near the frontier function (Diagram 1). Thus it captures all the possibilities.

We often face situations where there are only a very few observations near the
frontier curve. The assumption of truncated normal distribution may not be tenable in
these situations. Ideally one should seek a unimodal density function which has zero

value at zero like negative gamma (Greene (1980,1990)), negative exponential or negative
lognormal®.

3 The readers are referred to the following papers: Afriat (1972), Richmond (1974), Schmidt (1976), Aigner et al. (1977),
Meeusen and Broeck (1977), Broeck et al. (1980) and Stevenson (1980).
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The probability density function (f) of t for p <0
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(f) of T for p>0

(f) of t for u=0

Diagram 1: The probability density functions of t truncated at 0 for different values of p..
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A negative gamma distribution for t can be defined as

f(t) = (6°/T'(p)) (-t)*' exp(-0 (-7))
1.e., -t =1(6,p), with

1 = E(t) =-p/6, 6 > = p/6* and E(-t)" = I'(p+r)/{0" I'(p);}.

There is no problem of finding the joint distribution if the technical and allocative
inefficiencies are assumed to be independent. But they are likely to be dependent. (Greene
(1980)). Schmidt and Lovell (1980) put forward a model of stochastic frontiers where
technical and allocative inefficiencies are assumed to be correlated. Earlier Farrell (1957),
Johansen (1972), Forsund and Hjalmarsson (1974) noted that the relation between technical
and allocative inefficiency is relevant in time series data. There is no reason why these
two errors should not be independent in a cross section data also. Formulation of the
models assuming dependencies between these inefficiency error terms were done by
Schmidt and Lin (1984), Forsund, Lovel and Schmidt (1980), Kumbhakar (1987), Schmidt
and Lovel (1980) and many others.

The question of relation between the noise variable and the inefficiency error can
also be raised. The random shock leading to higher output is likely to influence management
to become more efficient. One may argue that the problem here is also a dynamic one
(Pal and Sengupta (1999)). Nevertheless, this model enables us in testing whether there
is any correlation between the two error components. So far as t, v and u are independent
we do not have any problem in finding the joint pdf as this is nothing but the product
of individual pdfs. But once dependency between 1 and v are introduced, 1t 1s necessary
to define their joint pdf. The problem arises because 1 is not normal and is not defined
over the whole real line. Here we introduce a novel idea. We first define the conditional
distribution of v given t and then multiply the conditional pdf of © to get the joint pdf.
The conditional pdf can be taken as normal with mean

p(c /o )(t-1)

and variance ¢ *(1- p*) as we get from a bivariate normal distribution with p being the
correlation coefficient between v and t. Symbolically,

vit ~ N{p(0,/) (t-1), 6,11 p)}
leading to the joint pdf as
Cf =f).f

v, T vitg? “¢?

-00<T<(), ~00<V<00,

In a similar manner we can extend this idea to u and 1 also (Pal and Sengupta (2003)).
E.g., let us assume truncated normal distribution for the technical inefficiency.component
t instead of taking half-normal. Symbolically, we can write
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(a) v~ N(l'lu! sz):
(b) (u, t) ~ Truncated N, ((u, X),
where -0 <v <o, -o<u<owand-ow<7t<h, and

2

ol o, .. O,

o, O .. O,

p=(M0)r Z=
o, O, .. O

More precisely, we are assuming t to be truncated normal and u|r to be normal, and f(u,1)
is written as:

f(u,7) = f(ujr) f(7).
Thus the density function of (u,t) is given by

f(u,D)y=fujt)f(0)=@"((b-p Yo )2y Vo -2 -0 0 ' *exp(-Q/2), (5)
where Q= ((r-p)c)’ + (u-(t-p)o *c )(u-0_oc %0, ) (u-(t-p)s %0 ),
and -0 <u <oand-ow<7t<h,

)
and h is the point of truncation which is usually taken to be zero.

3. DERIVATION OF THE LIKELIHOOD FUNCTION
AND ESTIMATION OF EFFICIENCIES

Once the specification of joint distribution function is complete for a firm, it is the
routine work to find the likelihood function of all the observations by taking product of
the joint pdfs of each firm and viewing it as a function of the parameters. One can then
maximize it to estimate the underlying parameters.

The relations between v, t and u with the observations y, x, ,X,,.....,x_are as follows

Y, = 8(X,p Xpp..0s Xp) €Xp(T, + V),

g
And w, = p, (ét-:) exp(ty, foralli=1,2, ...,nand f=1,2, ..., F

Where F is the number of firms. We shall henceforth suppress the firm specific subscripts.
Substituting z =v+<, z,=u+/t and z,=t where I=(1 1 l.... 1)’ and noting that Jacobian of
transformation is one, we can easily get f{(z,, z, , z,), the joint pdf of z, z, and z,. The
density function of (z,, z,) can be obtained by integrating f(z, z,, z,) over z, in the
appropriate range
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h
f(z), 2, ) = 1821, 2, , ) dz,.

To get the density function of the observed values namely, y, x ,......X . from z, z,, one
has to multiply. this by the relevant Jacobian of transformation again. The likelihood

function is obtained by multiplying these density functions for all observations and
writing it as a function of parameters.

The log-likelihood function can be maximized to estimate the parameters of the
model. We can then estimate inefficiency errors namely the technical inefficiency error
T, and the allocative inefficiency errors u s for each firm f by taking conditional expectation

of T, given t, + v, in order to get an indirect estimate of T, for the technical efficiency.
We can similarly find the conditional expectation of u, given (v, + v, t, +u, ..., T+
u ) for the allocative inefficiency.

We can now illustrate the above formulation by taking specific cases to see how it
can be done. Following Kumbhakar (1987) the relations between v, T and u with the
observations y, X, ,X,,.....,X_ can be taken as:

In y, =In B, +:}=::a‘1nx”' + 1.+ vV,

In(w,/p)-InB,-Inc-lnx- & x, Inxy =ty (7)
Assuming t to follow a truncated normal distribution f{z, z, , z,) in this case would be?
f(z,, z, , z,)= @ ((b-p)/o )2n) ™6 o |2 -0_o_%c_"I"exp(-Q,/2)
where Q= {(z,-u,)/0,}*+a,
.. =(2-0.0672%_"
o} = Vo 16?2+ 'E 1T
['=l+c_o*
B, = 6.2 [(z-p)o? tp/c?+ /' 'T 1z.°]
z, =Z,}0,07H,
3 = [/e) + (z1)o) + 2 F, 2] - (Wfo)

and -0 <z <o,z &R" and - © < z<h.

The density function of (z, z,) is

f(Zl, Zz) = iﬁzu Z,y , Z3)d13

4 The derivation of the likelihood function and the subsequent efficiencies are given in Pal and Sengupta (2003).
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= ¢((h-p)/0 )27y 10,5 -0,0,%0, | 5, exp(-a,/2) @-1((h-1,)/c,)
To get the density function of the observed values namely, y, x,,......X . one has to

multiply this by the relevant Jacobian of transformation (1- 2 a). The log likelihood
function is then:

L(Bo,a,cf,cf,E,pT) = -(F(n+1)/2) In(2n) - (F/2) Inc * - (F/2) lncr,f - (F/2) In | Z|
+(F/2) In 002 - (1/2) Zf a. -FlIn O((h-p.)o) + 2. In O((h-p,)c,) +F In (1- 2 Q).

We can not get observation specific estimates of inefficiency of the firms, because the
two errors namely the noise variable and inefficiency error are mingled together and there
is no way of separating them. We can however get conditional distribution of T given t+v.
The expectation or mode of this distribution for each firm would give an estimate of
efficiency (Jondrow et al. (1982) and Kalirajan and Flinn (1983)). This is clearly not

consistent.

To get an estimate of the technical inefficiency of a firm we first get the conditional
distribution of z, given z, and z, which 1s

f(z, | z, 2,) =1z, z, 2)z, z,)

exp{-((z, — Hu)/co)z /2}
= \[2—7;50(1)((}1'“0)/00) for % =R

0 otherwise.

And then get mode or expectation of this conditional distribution. The mode and the
expectation are as given below:

| - :u{} | If' IJ‘D S h
Mz, 1z,z,) = P if n, >k

.

E(z,|2,2,) = p, - 6, {0((h-p,)/c)}/ {D((h-p,)/c,)}.

To get the allocative inefficiency we find the conditional distribution of u, given z, and
z, for all j and for each observation. For this.we take the following transformations of
V, T and u.

z=v+1, z,=u+t/n1 zZ, = U.
The conditional distribution is:

f(z,|2,, z) = f(z,, z,, 2)/(z,, 2,)
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exp{((Z; — 1oo) [G00)* 12}
=1 V216, @((h - 1y) /G )
0 otherwise.

The mode and expectation of this distribution (the subscription f is suppressed) is similarly
derived as

| Hoo if Z,; B < Pog
Mo(zs Z) Zz)= zzj—.-h gf sz—h."-"l.l.w

E(z,|2,,2,) = py, + O {9((z,-h-pg)/ o) {1-(( z,, - h-p)o)}-

It 1s a routine work to derive the likelihood function and the efficiencies by taking t to
follow a negative gamma distribution.

4. DISCUSSIONS AND CONCLUDING REMARKS

In this paper we have introduced a unified approach towards developing Stochastic
Frontier Production Function Models. The unified approach has been illustrated by taking
different distributional assumptions on the error terms. The novel idea is the derivation
of joint distribution function defined through conditional distribution approach to introduce
non-independence of the error components. This was necessary because of the non-
normality assumption of the inefficiency error term. The form of the production function
has also been kept open. Some of the specific forms were however taken for illustrations.
One can also take translog or other forms of the production function (Kumbhakar (1991),
Battese and Broca (1997), Kumbhakar and Lovell (2000), Fried, Lovell and Schmidt
(1993), Greene (1997), etc.)

It should be mentioned here that there are several other estimation procedures than
the Maximum Likelithood Method to estimate the parameters of the Frontier Production
Function. E.g., Richmond (1974) suggested Correlated OLS estimates in which OLS
intercept is shifted upwards appropriately. This estimate is consistent (Gabrielson (1975),
Greene (1980)), but asymptotically less efficient than ML (Olsen et al. (1980)).

Though our discussion is confined to the case where only cross section data are
available, it is worth noting that many avenues are opened up when one has panel data.
In a panel data model consistent estimate of firm level efficiencies is possible. Hoch
(1955, 1962) was first to introduce panel data model to estimate firm level efficiencies
using average production function. Later similar techniques were employed for frontier
production function and many generalizations were possible (Battese and Coelli (1988,



16 MANORANJAN PaL

1991), Kumbhakar (1988,1990,1991), Seale (1990), Heshmati, Kumbhakar and
Hjalmarsson (1995), Kumbhakar, Heshmati and Hjalmarsson (1997), Schmidt and Sickles

(1984) etc.).

REFERENCES

Afriat, S.N. (1972), Efficiency Estimation of Production Functions, International Economic Review,
13, 568-598. |

Aigner, D.J., C.AK. Lovell and P. Schmdt (1977), Formulation and Estimation of Stochastic Frontier
Production Function Models, Journal of Econometrics, 6, 21-37.

Battese, G.E. and Broca, S.S. (1997), Functional forms of stochastic frontier production functions and
models for technical inefficiency effects: A comparative study for wheat farmers in Pakistan,
Journal of Productivity Analysis, 8, 395-414.

Battese, G.E. and T.J. Coell (1988), Prediction of Firm Level Technical Efficiency with a Generalised
Frontier Production Function And Panel Data, Journal of Econometrics, 38, 387-399.

Battese, G.E. and T.J. Coell1 (1991), Frontier Production Functions, Technical Efficiency and Panel
Data: With Application to Paddy Farmers in India, Working Paper in Econometrics and
Applied Statistics, No. 56, Dept. of Econometrics, University of New England.

Bauer, P.W. (1990), Recent Developments in the Econometric Estimation of Frontiers, Journal of
Econometrics, 6,39-56.

Broeck, J.Van Den, F.R. Forsund, L. Hj almarsson and W. Meeusen (1980), On the Estimation of

Deterministic and Stochastic Frontier Production Functions: A Comparison, Journal of
Econometrics, 13, 117-138.

Comwell, C., P. Schmidt and R.C. Sickles (¥990), Production Frontiers With Cross Sectional and Time
Series Vanation in Efficiency Levels, Journal of Econometrics, 6, 185-200.

Farrell, M.J. (1957), The Measurement of Productive Efficiency, Journal of Royal Statistical Society
A, 120, 253-290.

Ferner, G.D. and C. A. Knox Lovell (1990), Measuring Cost Efficiency in Banking: Econometric and
Linear Programming Evidence, Journal of Econometrics, 46, 229-245.

Forsund, FR. and 1. Hjalmarsson (1974), On the Measurement of Productive Efficiency, Swedish
Journal of Economics, 72, 141-154.

Forsund, FR. and I. Hjalmarsson (1979), Frontier Production Functions and Technical Progress: A
Study of General Milk Processing in Swedish Dairy Plants, Econometrica, 47,883-900.

Forsund, F.R., C.A.K. Lovell, and P. Schmidt (1980), A Survey of Frontier Production Functions and
Of Their Relationship to Efficiency Measurement, Journal of Econometrics, 13,5-25.

Fried, H. O, C. A. K. Lovell and S. S. Schmidt (1993), The Measurement of Productive Efficiency:
Techniques and Applications, Oxford University Press, New York.

Gabrielson, A. (1975), On Estimating Efficient Production Functions, Working Paper No. A-35, Chr.
Michelsen Institute, Department of Humanities & Social Sciences, Bergen, Norway.

Greene,W.H.(1980), Maximum Likelihood Estimation of Econometric Frontier Function, Journal of
Econometrics, 13,27-56.



A Note on a Unified Approach to the Frontier Production Function Models 17

Greene, W.H. (1990), A Gamma Distributed Stochastic Frontier Model, Journal of Econometrics, 46,
141-163.

Greene, W.H. (1997), Frontier Production Functions, in: M. H. Pesaran and P. Schimidt, (eds), Handbook
of Applied Econometrics, Vol I, Microeconomics, Blackwell, MA.

Heshmati, A., Kumbhakar, S.C. and Hjalmarsson, L. (1995), Efficiency of the Swedish pork industry:

A farm level study using rotating panel data 1976-1988, European Journal of Operational
Research, 80, 519-533.

Hoch, 1. (1955), Estimation of Production Function Parameters and Testing for Efficiency, Econometrica,
23, 325-326.

Hoch, 1. (1962): Estimation of Production Function Parameters Combining Time Series and Cross
Section Data, Econometrica, 30, 34-53.

Johansen, L. (1972), Production Function, North Holland, Amsterdam.

Jondrow, J., C.AK. Lovell, 1.S. Materov and P. Schmidt (1982), On the Estimation of Technical
Efficiency in the Stochastic Frontier Production Function Model, Journal of Econometrics,
19, 2/3, 233-238.

Kalirajan, K.P. & J.C. Flinn (1983), The Measurement of Farm-Specific Technical Efficiency, Pakistan
Journal of Applied Economics, 2, 167-180.

Kopp, R. J. and W. E. Diewert (1982), The Decomposition of Frontier Cost Function Deviations into
Measures of Technical and Allocative Efficiency, Journal of Econometrics, 19, 319-331.

Kumbhakar, Subal C. (1987), The Specification of Technical and Aliocative Inefficiency in Stochastic
Production and Profit Frontiers, Journal of Econometrics, 34, 335-348.

Kumbhakar, Subal C. (1988), On the Estimation of Technical and Allocative Inefficiency Using Stochastic
Frontier Functions: The Case of US Class I Rail Roads, International Economic Review, 29,
727-743. |

Kumbhakar, Subal C. (1990), Production Frontiers, Panel Data and Time-Varying Technical Inefficiency,
Journal of Econometrics, 46, 201-211.

Kumbhakar, Subal C. (1991), Estimation of Technical Inefficiency in Panel Data Models With Firm and
Time-Specific Effects, Economics Letters, 36, 43-48.

Kumbhakar, S.C., Heshmati, A., and Hjalmarsson, L. (1997), Temporal patterns of technical efficiency:
Results from competing models, International Journal of Industrial Organization, 15,
597-616.

Kumbhakar, S. C. and C. A. K. Lovell (2000), Stochastic Frontier Analysis, Cambridge University
Press, Cambridge.

Meeusen, W. and J. Van Den Broeck (1977), Efficiency Estimation From Cobb-Douglas Production
Functions With Composed Error, International Economic Review, 18, 435-555.

Olsen, Randall J. (1980), Approximating a Truncated Normal Regression with the Method of Moments,
Econometrica, 48, 1099-1105,

Pal, M., B. Ghosh and C. Neogi (2003), Frontier Production Function and Extreme Observations, to
appear in Arthaniti.

Pal, M., C. Neogi and B. Ghosh (1998), Estimation of Frontier Production Function with Errors in
Variables: An Illustration from Indian Industry, in: S.R. Chakravarty, D. Coondoo and



18 MANORANJAN PAL

R. Mukherjee, eds., Quantitative Economics: Theory and Practice, Essays in honour of
Professor N. Bhattacharya, 177-203, Allied Publishers, New Delhu.

Pal, M. and A. Sengupta (1999), A Model of FPF With Correlated Error Components: An Application
to Indian Agriculture, Sankhya B, Vol. 61, 337-350.

Pal, M. and A. Sengupta (2003), Correlation between Technical and Allocative Inefficiency Errors in
Stochastic Frontier Production Functions (2003), to appear in a volume edited by J. K. Sengupta

and C. Neogi.

Richmond, J. (1974), Estimating the Efficiency of Production, International Economic Review, 185,
515-521.

Schmidt, P. (1976), On the Statistical Estimation of Parametric Frontier Production Functions, Review
of Economics and Statistics, 58, 238-239.

Schmidt, P. and C.A K. Lovell (1979), Estimating Technical and Inefficiency Relative to Stochastic
Production and Cost Frontiers, Journal of Econometrics, 9, 343-366.

Schmidt, P. and C.A.K. Lovell (1980), Estimating Stochastic Production and Cost Frontiers When
Allocative and Technical Inefficiency are Correlated, Journal of Econometrics, 13, 83-100.

Schmidt, P. and T.F. Lin (1984), Simple Tests of Alternative Specifications in Stochastic Frontier
Models, Journal of Econometrics, 24, 349-361.

Schmidt, P. and R.C. Sickles (1984), Production Frontiers and Panel Data, Journal of Business and
Economic Statistics, 4, 367-374,

Seale, James L. (1990), Estimating Stochastic Frontier Systems With Unbalanced Panel Data: The Case
of Floor Tile Manufacturies in Egypt, Jowrnal of Applied Econometrics, 5, 59-74.

Stevenson, R.E. (1980), Likelihood Functions for Generalised Stochastic Frontier Estimation, Journal
of Econometrics, 13, 57-66.



	Binder58
	DSC_4454
	DSC_4455
	DSC_4456
	DSC_4457
	DSC_4458
	DSC_4459
	DSC_4460
	DSC_4461
	DSC_4462
	DSC_4463
	DSC_4464
	DSC_4465


