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SUMMARY. Suitablo alternutive hypothows aro defined for testing sywmmetry of a
bivariato distributivn against that ono componont is slochastically larger than Lho other. A
sufticient condition for tesls based on rank ordor stalistica to be unbiased for theso problems is
ubtained and oxplicit forma of the testa aro given.

0. INTRODUCTION
The purpose of this paper is to find rensonable alternative hypotheses
for testing the lypothesis of symmetry of a bivariate distribution and to
construct unbinsed tests for these problems.

For this purposo the definitions of stochastical largerness introduced
Ly the authors (1972a) aro rcoexamined and two new definitions uwre added.
The propertics of order statistics and rank order statistics in our set-up aro
discussed and their characteristics ure found out. The similar tests in our
problem aro limited to tho conditional sign tests. Theorems 3.1 and 3.2
givo unbiased tests. Tho test stalistics must havo monotonicity described
in Definition 3. Two classes of statistics of explicit form aro given. Finully
tho normal approximation of test criterin is discussed.

This paper is a part of tho wuthors® works on & unified npproach to the
nonparamotrie distribution theory.

1. DEFIOIENCY OF CONVENTIONAL TESTS OF SYMMETRY
Tho problem of testing symmetry of » two-dimensional random variable
(X, Y) is important for practical comparison of two trestments since thix
sot-up nssumes very Jittlo on tho obscrvations. Tho conventional fests for
this hypothesis aro the rank tests of symmetry of X—Y, tho sign test as its
inal distributions

special case, and the two sample tests of equality of tho mary
disregarding tho association between (ho components X wnd Y. Theso tests,
howover, aro vulnerablo as discussed below,

*Papor prosonted ut the Internationa! Symposinm on Reecont Trenda of Resewrch in
Stalistics hold at the Yndisn Stotistica) Iistitute, Caleutla, Decomber 16-27, 1971,
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To study tho tests wo noed adequato alternative hypotheses. Tho
authors (1972a) introduced tho notion that “the component X of a random
variablo (X, Y) is stochastically Iarger than the component Y in tho sensoe
72°, denoting it by X »— Y (72), for soveral As of different strictness.
They ore Mya, Ny, M4, Ry Kya, 0y, Ky, 701, I, and 7%, and have
a hierarchy of implication relation. Sco Fig. 1 of this scction and
Fig. 2 of (1972a).

Tho alternative hypothesis usually conceived for tho sign test is X y— Y
(A%), or P(X>Y)> P(X < Y). That for tho symmetry test of X—7V is
X¥ Y (#1), or P(X—Y >a)» P(X—Y < —a) for any a > 0. That for
oquality test of tho marginal distribution is Xy Y (72,), or P(X {a) & P
(Y < a) for any real a.

(1) For 22 = A0, 70, 701 and 2 X =Y (2) and X < Y (72) do not
imply the symmetry of (X, Y). Howover 72 = 72, or 72,4 imply tho
symmotry.

(2) If the marginal distributions of (X, Y) arc equal, X ¥ ¥ (72,) and
X »= Y (72,4) aro contradictory conditions and they imply X }— Y (72,) and
X = Y (72%) respectively.

(3) X %= Y (A 0r 70) doos not imply X %= Y (72,, or 72,) and vico
versa.

Wo should . theroforo choosoe stronger condition as the alternative hypo-
thesis. Tho tests for the alternatives X y— Y (A7 or 72) wero studicd tho-
roughly in Yanagimoto and Sibuya (1972b). Moro alternatives aro necessary
for our purpose.

In addition to 7¢'s mentionoed above wo introduco the following two
definitions.

Definition 1: (1) X %= Y (7231 iff (X, Y) has tho samo distribution with
(f(U), g(V)), where (U, V) is a symmetric random variablo and f and g are
monotone increasing functions such that f(s) > g(s), —0 < &8 < 0.

(2) X3=Y (A2,) iff P(S(ay ay; by, b.)) Ps(by, byy ay, ay)) 3> P(S(by, by; s,
) P(S(ty, az; baby)) for all b, <b, <by<a, <a,<a, whero S(a;a’;
bLV)={r.yhe<zga and b<y ) If(X, Y) has the density func-
tion f(x, y) this is equivalent to fla’, b)-f(b', a) > fla, b')-f(b. a’).
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Proposition 1.1: (1) The implication relations in Figure 1 and only
these hold. The 73— 70y indicates that if X y— Y (7)) then X y ¥ (72)).

R R > R

/]
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\

Ryy » Ry 0

Fig. 1

(2) If X and Y are slatistically independent, then 70y, 725, 72,, and 72,
are equivalent.

(3) If (X, Y) degenerales on the line y = —z, then X y— Y (72y, 725 or
721) is equivalent to X—Y $—0 (8,) and X% Y (7)) to X—Y % 0(8),
where 8’8 show positive biasedness introduced in (1972b).

Proof: Proof of (2): If X and Y aro statistically indopendent, and
X% Y (#2y), then X = f(U) and Y = g(U’), for somo functions f(s) > g(s),
—00 < 8 < 00, and identically and independently distributed random vari-
ables U and U’. This means just X $= Y (72)). (3) is clear from the dis-
cussion in (1972b). To prove (1), the implications are clear from the dofini-
tion of 7's. (2) and (3) mean the impossibility of the implications 72— 72,,
7o - 2 and 72, > A, It iz nocessary only to show that 72, — 72y is
impossible. Wo remark that if X $— ¥ (72) and the marginal distributions
of (f(X), g(Y)) are equal for f and g in Definition 1, then (f(X), g(¥)) must
be symmetry. The following distribution on 6x 5 points satisfics X $= ¥ (72,).
(g (X), Y) for g(z} = z—1 has the samo marginal distributions but is not
symmetry.

y\=z 1 2 3 4 6 sum
8 [} 0 0 [} 0 0
4 [ 1/8 o [ 1/6
3 o 1/é [ 1/8 0 13
2 0 1/8 1/6 0 143
1 0 [} o 0 1/8 1/8
sum 0 1/8 13 113 1/6
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2. PROPERTIES OF S8OME STATISTICS

Wo define the order statiaticr of a random sample (X, ¥) = (X, Y,
i=1,...,n) as the ordered ret of triples (U, Ty, Z0), § =1, ..., n), whero
Uy is tho i-th largest number of max (Xy, ¥,) and Fyis the value of min (X, Yj)
corresponding to U; = max(Xy, ¥y). If Ui= Uq,, then the order is doter-
mined so that Ty > Vy,,. For simplicity, wo writo tho order atatisties as
(2,T), whero Z2=(2,,....2,) ond T = (U,, V), ... (U.. V).

Proposition 2.1: (1) (Z,T) iz sufficient and complete for the family of
all aymmetric disirihnlions P.

(2) Let = be an n-veclor with components —1,0 and 1. P(Z=z|T =1)
= 2-%, 8 == Iz, for any distribution of P.

(3) Let ¢(z,y) be a test function such that $(X,Y)=¢\(Z,T). If
Ep[$(X, ¥)] = a for any distribution FeP, then Ep[¢(X,Y)|T =l=a.
That is, all similar test slalislics are conditional sign lest slalislics.

(4) If Ep[¢(X, Y)] = a for any absolutely conlinuous distribution F of P
and for $(x, y) of (3), then Ep[3(X, ¥)|T =t] =a forae. i,

Proof : The proof of (3) is similar to Lelimann (1959, p. 152). Others
aro simply proved.

Now we find maximal incariant statistics with respect to two invariant
transformation groups.

Proposition 2.2 : (1) Let f be a monolone increasing function. X = Y ()
implies f(X) = f(Y) (70) for 72 = Xy, 7034, 700 OF Ks.

(2) Let r : R* — R be a Borel mensurable function such that r(x', y) D r(2,y)
Jor any ¥ D x and y' Ky, Xy Y () implies (X, Y) = (Y, X) () for
I =Ry, or 0s. The slatement ss not always valid for X = 72, or K.

Proof: (1) ia clear from tho definition Z2°a. The first part of (2) ia shown
by direct computation. Tho counter examples for the last statement aro
as follows.

The following distribution on 5% 5 points satisfies X »= 1" (72,) but
(X, ¥) (Y, X) (72,) docs not hold for r(r, y) = z—y.

y\= ! H 3 4 5
5 1/8 [ o ) )
4 [} 1/8 o 0 []
3 o o [\ 0 0
2 18 0 0 18 0
1 [) nm 0 [ 7]
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Consider tha uniform density on the segment between {he two points
(1/3, 2/3) and (1, 0), which ratisfies X 3= ¥ (72y). Let

2r—y, 2,
r(z,y) =
x, z <.

(X, T), 7(¥, X)) has the uniform densitics on tho segments between (1/3, 1)
and (1/2, 1/2) and Detween (1/2, 1/2) and (2, 0) and does not satisfy r(X, Y)
> (Y, X) (72n).

Definition 2: (1) G, is the set of all transformations @ : R2 — R* such
that &(x, ) = (f(x), f¥)), where f as well as f-! are monotone increasing
functions.

(2) 0. i3 tho sct of all transformations ¢ : R*— R? such that &(z, )
= (r{x,y), r(y,2)), where r as well as =1 are functions satisfying r(z’, )
Sr(x,y)forany 2’ > zand iy > 9.

G, is a proper subset of G,. @, includes transformations like r(x,y)
= —yand r(z, ) = z+k(x—y).c(r—y), whero L is a continuous and monotone
increasing with %(0) = 0, and ¢(s) is the step function with the value 1 for
§> 0 and 0 for s < 0. DBoth transformation groups look very natural. Tt
means, from another point of view, that the role of G, and @7, is not so definitive
as other typical nonparametric test problems.

In the following throughout the paper we assumo the distribution fune-
tion of (X, ¥) is continuous and P(X = Y) = 0.

Proposition 2.3: (1) Lot R be the rank order of Uy = max(Xy, Yy) in the
sel {Xy, Yy, ooy X0 Y} and Sgthat of Vi = min(Xy, Yyq). Write R = ((R,, S)),
cerr (R S)) for short. (Z, R) is @ maximal invarianl slalistics with respeet
1o G,.

(2) Lot L = (Ly, i>j), where Ly = c(U—Udxc(Vi—Vy) = e(V—T7).
L 18 equivalent to the yank order of (V, ..., V,) among them. (Z, L) is @ maximal
invariant stalistics with respect to G,.

Proof : (1) can be proved in the same way as the two sample problem.
To prove (2) lot r(x, y) = x4h(r—y).c(x—y) as mentioned above, assuming
further 2(0) = 0 and k(min(U;— V))+min Uq—max V¢ > 0. Tho function
7 belongs to Ga. The rank statisties R’ of ¢(X, ¥) = ((n(Xy. Y), r(¥y, X)),
i=1,..,n)iaR=2n+1—iand §;= l+‘5 Ly. Thus (X', ¥) =¢(X, Y)

if (Z, L) for (X’, Y') is equnl to (Z, L) for (X, Y}, proving ¢ to be maximal,
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(Z, L) is related to tho so-called layer rank statistica (sco Bhattacharyya
and Johnson (1970)). In the next section we deal only rank statistics (Z, R).
Tho discussion for (Z, L) can be dovoloped in parallel up to some point
(Theorem 3.1 for oxamplo). Vo failed, however, to find ecffective test
statistics of explicit form.

Proposition 2.4: Let z and z' be n-veclors with components 1 or —1 and
Dz, t=1.,n If XY (7R),), then P(Z=2z, R=r)D> P(Z=12,
R =r) for any r.

Proposition 2.5 :  Let z and 2’ be n-veclors with components 1 or —1 such that
y=gn=1, x=z5=—1 <k and zy=2z, ¢ #jk Let r={(rq,s),
i=1,..,n) be such that ry>ry > 8¢ > 85. If X ¥ Y (7,), then P(Z =2,
R=np2PZ=z2, R=r)

3. TESTS OF SYMMETRY

The purposo of this scction is to construct some unbiased tests of the
hypothesis of symmetry against suitable alternative hypotheses based on
tho previous sections. Firstly wo introduce three monotonicity conditions
on o critieal function ¢(z, r) = ¢l(xy, 1)), ..., (z,n 9,)). We aro using tho same
notation ¢ for the functions of both (z, ) and (x, yy)'s.

Definition 3: Condition A: ¢(z, 1) > ¢z, r), for any r and any (z,2')
of Proposition 2.4.

Condition B: ¢(z,7) > ¢z, '), for z, r and ¢’ such that ri > i > 8, > &
fay=ladnpn>apsifg=—1foralli=1,..,n

Condition C: @((zy 1), -y (T #2)) 2 SU2E Y1)y ooos (T y2)), i 70 > 2
and yy Ly i=1,...,7m

In tho following theorem we just write X }— Y (72) to mean the alternative
hypothesis that X = ¥ (72) and (X, Y) is asymmetry.

Theorem 3.1: (1) A sufficient condition for a lest ¢ lo be unbiased against
X - Y (72,,) is that & salisfies Condition 4.

(2) A sufficient condition for a test ¢ to be unbiased against X y— Y (#231)
18 that ¢ satisfies Conditions A and B.

(3) A sufficient condition for a lest ¢ to be unbiased against X y— Y (#9s) s
that ¢ satisfies Condition C.

Proof : (1) Except for ¢ in a sct of probability zero (Z;, T), t = 1, ..., n,
given 7 = are mutually independent and P(Z; = 1|T = t) > 1/2, thus
Ep[§(Z, R)) = X [ E[(¢(Z, R)| T = t)dP} is not less than the level of 4.

R=r
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(2) Wo show ¢z, z0), $=1,...,2) < Sflxe) ), $ =1, ...,7) for any
monotone function f such that f(s) > s, —w <4 < 0. Without loss of
generality wo can assumo that f(xq) # y; for all §,j=1,...,n ond that
2; > ... >z, Firstly we prove

S g0 (22 1)y ooes (200 ¥0)) 2 Bln, 1) (22 72D, oons (01 YW))-

Lot B be the sot of Y¢'s which belong to the interval (zy, f(z,)). (a) If B is
empty, then the value of (Z, R) is tho same for (2, y,) and (f(z)), »,). (b) If B
consists of a singlo olomont y,, then the value of R is the samo and Z((f(z,), y,),
(Zas ¥2)s oo (Z s ¥ ))— Z{(21, 1), (22, 75), oo (24, 9,)) 18 B vector with tho value
1 for & component corresponding to 2, and 0's for other components. The
inequality holds from Condition A. (c) If the sct B consists of a singlo
eloment ym, m 5 1, then the value of Z is tho same. Denoto by zy and z
the components corresponding (z,,y,) 8nd (zm, ym) Tespectively, and donote
by ((r3, 87)s «.us (7a 82)) tho rank order of ((f(zy), 1), (Za, Y2)y oons (2 ¥4))-

=8 =1+l =g+, ifzgg=z2e=1,

rp=ry=ry+1 =ri+l, ifzg=loandzg = —1,

& =8 = 85+ 1 = 8;+1, ifzg= —landzx = —1,
and & =r = 8+1 = r;+1, ifzy=—lendzg = —1.
(The first caso does not occur actuslly for z, but for z's in later discussion.)
Other components (r;, &;)'s aro tho samo as {ry, &)'s. Condition B shows that
for theso coses the inequality holds. (d) If tho sct B consists of more than
one clemont, then order tho clement of B as g, < ... < Yigy and chooso tho

numbers {f}} such that z, =f,<ym <h <. <fpa <V < Jo = Jlz))-
Apply the discussion of the above (b) and (c) replacing tho interval ((2,, f(z,))

by (fofran)-

The similar ergument is applied to prove rccursively

A0 91, s 120 9)s (@41 Yaa)s <0 (20 )
> B )y oo (flrea)s 3o (30 yg)s oocs (Eas Ya))-
(3) Put  Fo(z,y) = 1/2(F(x, y)+F(y,z)), o symmetrized distribution
function. The sots
S¢ = {(z, y); Pllxy, i) oo @YD s (20 ¥2)) > ),
whero the arguments of ¢ are fixed except for tho i-th component, aro all ones
of tho property that (z,y)eS; implies (2',y) €8¢ for all z <2’ and y > y'.
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Yrom the definition of A%,

J(xn y)s s (o ¥ ) dF (2, 1) - dF (2, 9,)
2 $lxn ) i (S YV dF (20, 1)) dF (2, y2) o0 dF (20 ,)
Z ..
2§ dl@n ) oy (2 gD dF (x4, 1) oo dF {2, 3,)-
Although Condition G looks very natural and is expected to have nico
properties, it is difficult to find an explicit statistic sutisfying it because of

the limitation of the similar test. This is true especially for tho test statistic
of the following Theorem 3.2

To show more explicit forin of critical functions we consider @iz, r) such
that =1 if wiz,r)>¢, g=p, (0<p, < 1) if w(z,r)=0¢, and ¢g=0
if w(z, r) < ¢, where ¢, and p, dopend on the level. Tho following tests
of typo (1) are proposed Ly P. K. Sen (1967) starting from the different
model.

Theorem 3.2: Lel a(i), i =1, ..., 2n, be an increasing sequence.

(1) Put w(Z, R) = SZa(R)—a(Sy)). The critical function bused on w
sulisfies Conditions 4, B and that in Proposition 2.5.

(2) Put w(2,R)=Z(Zi+1) a(Ry). The critical function based on w
satisfies the above conditions us well as Condition C.

Proof : Tt is clear that Condition A and tho condition in Proposition
2.5 aro satisficd.

( }'H(‘l('{)—a(aﬁ))—%l(ﬂ(ﬁ-)-H(SE))— F:l(”("l)—a(sl))_%:Z;(“("l)_"(“)))

= ?(a(r;)—a(a})—u(r.)-{—a(s‘))(n-z}) >0.
Thereforo
Szula{r)—als) > Sza(r)—a(s)), if Sza(r)—a(s) > Ezla(r)—a(s)).

Tho rolation with the two inequalities roversed’ ulso holds. From theso
Condijtion B is shown.

(2) Firstly wo prove thut tho uritical function bused on w(Z, R) satisfics
SEn 1) (o s oo Fos 1)) D S 1) ooy (10 4,)) Tor sy x) >y,

Let B bo tho sct of numbers a8 or »;'s which aro included in tho inferval
(x, 27). (u) If B is empty, then tho oquality Lolds in the abuve exprossion.
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(b) If B consists of a singlo element y,, then the incquality holds from
Condition A. (c) Let B consists of a singlo element max (xq, y), i 3 1.
Ifz, = —1, then ¢Z, R) is the same for both (r), »,) and (xj, 7,) and the
equality holds. TIfz, =1, then

Szja(r) = Szia(r)—(Szq(r)—Zxa(r)) = alry+1)—alry)—zi(a(r+1)—a(ry).

Applying the same discussion as (1) to this fact wo obtein the inequality.
(d) Let B consist of a single clement of min (ri, )8 # 1. If z, = ~1,
then the value of (Z, R) is again tho same. If z, = 1, then defino

Su = {z1) - 2} | Zzialr)) > Ezia(r)},
81z = {(z1) ... 2) | Bzia(r)) < Zza(r)},
Syp = {(z1, ..» 23} | Z2ia(re) > Lzga(ro)},
82 = {(z1, +.- 2) [ Szaalry) < Eza(r()},
whero (rf, ..., 1)) = (r,+1, .0 Ficy Ty Figgeeeny 7)), 8nd wo prove that the

cardinalities of ), and §,, aro cqual and those of S, and S,, are so. Let ¢
bo a transformation of n-vectors of 31 components such that

€21y oo 2,) = (20240 ooy 2oin 200 Zigns +oer 20)
and let
(250 wons Zn) = €2}, ooy 23).

As Zza(r)) = Ezja{ry), the proof is comploted.
(o) If B consists of moro than ono elements, then combino (a)-(d) in o
chain to prove tho incquality. Tho dotails are omitted.

The inequnlity G((z5, ¥1) (£2 Yzh coes (L0 220} 2 S0 1), cons (200 1)
for any y{ < y,, is obtained by the dual argument.

Taking n3 {a(i)} tho normnl scores, a(i) = ¢ or other scores wo obtain test
statistics analogous to usual oncs. Remark that if wo sro dealing with dis-
tributions which degencrato on the line z4-» = 0, then our test statistics reduce
to thoso for testing the one-dimensional symmetry around the origin.

Practically the computation of criterion (e,, p,) for s given samplo valuo
is not, casy. Ono way is to use normal approximato when the samplo size
is largor. Pub

w, = Szfa(r)—a(s))/vE(a(r)—als))?,
whero «(i) dopends on » also,

2
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Proposition 3.3 1 The statistic w, is asymplotically normally distributed
if there exists N = N(g,, &,) for any €, > 0 and €, > 0 suck that

a(r)—a(s)

VElalr—aoe < > 1=t

P(R = r and max

Jor all n> N and for uny symmetric distributions.

Proof : Lot tho charactoristic function of w, Lo ¢,(¢) and that of N(0, 1)
bo ¢(f). Let Z; i=1,2,..., be mutunlly independent random variables
taking 41 with probability 1/2. If y7,(1) is the characteristic function of

b Zif+/n, thon ¥ (t) = $() as well known.
-1

1,

"
Ta,Z4, with 4; > 0and Xa% = 1, has tho characteristio function IT cos a;¢.
{al

It is shown that

[
2 Tlog cosay > ' log cos ——

v

2" log cos

v

1 1 [3 m
‘/—n,<a‘<-\ﬁ and lw\<—3

Wo show thut for given T and € thero oxists N such that

max [¢.(0)—¢(t)] < € for all » > N.
ni<T

Let NV, Lo such u number that
max | ()—8(t)]| < €f2 for all » > Ny,
H<r

ond put €, < €/3 and €, = min (g, 1/n’). Lot

S= {((r,,y,), v (L y)); R=rand m:lx ‘% < n}A

There oxisls  N(g), €,) such that Pg(S) > 1—¢, for n > N(g,, £,) by tho
hypothesis of tho thoorom.

16.00—30)] < | [ ("n—g@OMF|+| [ (cten—g()dF|
g R¥-3

< gl —e)4-26, < Be, < &
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Remark that the approximation and propositions similar to Proposition
3.3 ean Lo applied to » in Theorem 3.2 (2) and to conditional sign test
statistica based on order statisticz (Z, 7).  For examplo normal approximate
of EZ(Ui—T0=ZN(—Yy s T(N—Y)/V/EXN— TP or Z(X(—¥y)/
VE(X(—Yi—X+Y)2 This is the test statistic for equality of the means of
bivariate normal distribution of common variances, and asymptotically
normally distributed.
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ADDENDOUM

While tho paper was in print, Dr. Tom Snijders pointed out a
fallacy in Definition 2(2) and Proposition 2.3(2). A function r satisfying
r(z, ¥) > r (2,9') whenever 2’ > x and ' > y daes not have the inverse,
and @,, the set of transformations ¢ (z, ¥) = (r(z, ), r(, 7)), is not a group.
The statistic L is invariant under the transformations in G,. It is an open
problem, however, whether L is a maximal invariant statistic for some
transformation group.

The following paper is closely related to this one. T. Snijders, “Tests
for the problem of bivariate symmetry”, University of Groningen.
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