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ABSTRACT

Vijayan (1975) and Rao (1979) obtained the necessary forms of non-negative
quadratic unbiased estimators of mean squarc error of a linear estimator of popu-
lation total. Here we consider different unbiased variance estimators which satisfy
"those necessity conditions for Midzuno strategy. Their properties, viz., probabili-
ties of their taking negative values and stability have been studied empirically. The
modified non-negative estimators, as in Rao and Vijayan (1977), have also been
considered. The present study covers sixteen different estimators.
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1. INTRODUCTION AND PRELIMINARIES

Consider a finite population P of N identifiable units labelled 1,...,i, ..., N.
Associated with 7 are two real quantities (Y;, z;); values of a main variable ‘y’ and a

closely related auxiliary variable ‘z’ respectively (i = 1,..., N). In a sample survey
N

for estimating the population total T = Z Y; (mean Y = T/N), a sample s (a part

1
of P, with units repeated or without repetition) is selected according to a sampling
plan p with p(s) as the probability of selecting s(p(s) > O,Zp(s) =1,5 = {s})
€S
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and an estimator e(s,¥), a function on S X Ry such that its value depends on

v = (y1,---,y~) only through those y; for which i € s, is employed. A combination
(p'r) is called a sampling strategy.

For estimating T, Midzuno (1950, 1952) - Lahiri (1951) - Sen (1952) proposed

the following sampling strategy. The first unit in the sample (of size n) is chosen
N

with probability pi(= z;/X, X = Z:c,-) and the subsequent (n— 1) units by simple

1
random sampling without replacement (srswor) from P - {i}. Thus

T
= 1.1
"o = 37 (11)
N -1\ | . . .
where z, = Zx;, M, = ( ,),z = 1,2. The ratio estimator eg = Xy;/zs,
< n—1
where y, = Z Yi, i1s unbiased for Y with variance
t€Es
1 | & X Y X
= 2 z V. 2 7

Vier) = 3 zle Zaj ~ +§j;m’, ; = -7 (1.2)

and as an unbiased variance estimator

X N-1
v(er)=eh— =D U + T DD Wil ¢ (13)
2] ies i#j
€s

We shall consider the above Midzuno strategy. The estimator v(eg) can often take

negative values, an undesirable property for a variance estimator. Rao (1972, 1977)

and Chaudhuri (1976) considered non-negative unbiased estimator of V(er).
Vijayan (1975) and Rao (1979) studied the necessary form of a non-negative

quadratic unbiased estimator (nnque) of mean square error (MSE) of a linear un-

biased estimator ofg’. Their result may be stated as follows:

Theorem 1. Let Y = Zb,ﬁY,-,b,_. =0 for i ¢ s, be a linear estimator of T. If

i€s
MSE (Y) = 0 when Y; = cw;,i = 1,..., N, w;’s being some known constants and ¢
an arbitrary constant, then

N
MSE(Y) =~ ZZw;wj(Z,' - Zj)zd,'j (14)
i<j=1
where Z; = Yi/w;,dij = E(b,; — 1)(b,; — 1). Further, a nnque of MSE ()7) is

necessarily of the form :

m(7) = = vy (s = 2361 (5) (15)
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where

E(ei;(s)) = dij (1.6)

and Zl denotes Z Z It may be noted that the equation (1.5) only provides a
s i<j<Es .

necessary condition for nnque of MSE (Y'). However, all estimators of the form (1.5)
are not necessarily non-negative, i.e. the condition (1.5) is not sufficient to ensure
non-negativity.

Mukhopadhyay and Vijayan (1990) investigated explicitly the different forms of
nnque of V(?) When ¥ = Z b,,Y; is unbiased,

i€s
d,'j = E(b,‘ b,"') -1= h,‘j -1 (say) .

Now, from (1.4),

N
V(?)zzzgij(l—hij) (1.7

i<j=1

where gi; = w;w;(Z; — Z;)?. One may thus get different forms of nnque of V(?) as

' /
vu:zgul(")—zgﬁhg),k,£=0,1,2,3, (18)
F3 3
where
by, b,
Oy = 2005 _ pO gy 1.9
l E(bs. bs,‘)) A * ’J ( )
and
m_ b 1.10
4 Map(s)’ (10
2 _ hij 1.11
=t (1.11)

hij P(s | i,5)
p(s)
and similarly for 10,1, 1®), when =;; = Z p(s) and P(s | ,7) denotes the

®) _
K = (1.12)

$34,5
conditional probability of selecting s given that i and j were selected at the first
_two draws. In practice, many of these 16 estimators v, would coincide.

It may be noted, however, that the estimators, vge (k, £ = 1,...,4) do not
form an exhaustive set of estimators of the form (1.5). Padmawar (1982) has given
other (more complex) estimators of this form. However, the estimators (1.8) are
interesting for their simplicity.
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2. NNU-VARIANCE ESTIMATION FOR
MIDZUNO STRATEGY

Since V(er) =0, for y;azi,i = 1,..., N, it follows from (1.4) that for Midzuno
strategy

N
V(er) = ZZCU {l—xll-l- Z g:} (2.1)

i<j=1

where

Different estimators vie(k £ = 0, 1,2,3) satisfying the necessarily non-negativity
conditions (1.5), (1.6) are:

(N-1)X 1 X
Uy = Vj) = VU3] = VUszz = Cjj ———— 1 — — -
Z, T (n— 1)z, M, BZJ z,
Z/ 1 Xx?
Uy = V90 = C,'J' (——W"J - __.x'g >

3

’ 1 X
o= m:vm:zc,-j{;—;,;; Zf}
s ] s .xg

$3i,j
: / X N~ -
vy = le:UI3=v32=ECz‘j — \J_LZK
R Iy | n~1 M, Jevy’ z,
r X2 M
Vs = Uoo:EC,‘jF ————-‘1 1 —1
s X -
’ 2
’BIIJ
X IM 1
V¢ = vox—vos—ZCu;- I—l—-—r~_’¥_ L
s s s Z _— 2 531 2¢
s3i,j °
R 7 AE
v7 =7002=-fZCija\ -;2-1- 1'—X Z-l_ __i___
s 3 ;— 531 Zs s
$3i,j s $31,§

3
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rcij 1 X
v = V9o = — ] - —_ .
° 2 Zyr,-j M—1 4z,
3 331
Of the 16 possible estimators, nine are distinct, denoted as vy ..., vg.

Rao and Vijayan (1977) considered the estimators v, and vg and studied their
stabilities and probability of getting a negative value empirically.

In this note we consider the performance of all the nine estimators vy,...,vg
empirically. 22 populations, of which 10 are shown in table 1, were considered,
including the 14 populations considered by Rao and Vijayan (1977). The cases n =
3, 4 and 5 were investigated. For the cases n = 4,5 to save computer time, samples
were drawn from modified populations, where the populations remain unchanged if
N < 10, but were restricted to first 10 units if N exceeded 10.

Since v4 was found to have smaller variance V(vy) = V4 in many of the cases,
efficiency, e; = V4 /V; of the estimator v; was calculted with respect to v4 where V;
=V(v),i(#4) =1,...,9.

Asin Rao and Vijayan (1977), v; was modified to a biased non-negative estimator
v; as follows:

v, = Ui when vy > 0,
7, X% if vy < 0.

Here %, is the least squares estimates (¢se) of V(Bs) = g(ﬁ, — ) under the model

Yil = fx; +¢;
Elei | zi) = 0,8(6,-2 | z;) = 0'2:1;?
Eleiej | zizj)=0,i# ]

where Y} is a random variable whose one particular value is Y;, £,V denote respec-

tively, the expectation and variance operator with respect to the model and ﬁ, is
the Ise of 8. Thus

~ 1 1 s
Us = mz I—?(yi = Bszi)”.
ics ¢

The model is appropriate for situations when the ratio estimator is appropriate.
The relative efficiency of v} with respect to v}, denoted by e} /V,; = V;*, (where

Vi" = MSE (v} ), i(# 4) =1,...,9), and the relative bias b7 where by = | E(v;) -

Vier) | // MSE (v}),j = 1,...,9 were also calculated for these 22 populations.
Table 2 presents the probabilities p; of taking negative values (given by the

relative frequency of number of samples yielding negative variance estimates) and
the relative efficiency e; of the estimators v;(i = 1,4,5 and 9) for samples of sizes
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n = 4 and n = 5 drawn from the 10 natural populations listed in table 1. The full
details for all the 22 populations for n = 3, 4 and 5 are available with the authors.

3. DISCUSSION

The following conclusions may be drawn from the detailed tables:

For n = 3, v4 can be considered to be almost nnue of V(eg). It has got uniformly.
lower probability of being negative than all the other estimators considered. Then
come vg, v7, Y1, Vg, Us, V3, V3 in the order of decreasing desirability in terms of taking
negative values more frequently (as measured by the number of populations for
which they are non-negative always and the lower and upper limits of values of
probabilities in case these are non-zero). The estimator v4 is again, in general, the
most efficient of all the estirators considered. This suggests that vy is the most
preferable one, both from the point of view of non-negativity and efficiency.

For the modified estimators, relative bias of v} is almost always zero, vg takes the
next position. Again vj is, in general, the most efficient of all the biased estimators.
This suggests that v} is the most preferable of all the modified estimators.

For n = 4, v4 is again seen to be taking non-negative values more frequently
than the other estimators, vy is seen to be taking negative values most frequently.
Except for vy, vs and vy, it is found to be almost always more efficient than the
other estimators. The same trend is observed in respect of the modified estimators
also.

For n = 5, vs is scen to be taking non-negative values more frequently than
the others. In cases it takes megative values, the probability of taking negative
values is seen to be uniformly lower (barring one case) than the others. The next
desirable cstimators are vy and vg. Again vy (and also vg) is seen to be the least
preferable one in terms of non-negativity. Also, vs is most efficient of all the other
estimators. Thus vs is the most desirable one both from the point of non-negativity
and stability. The same trend is observed from the values of the bias ratios. For
cocfficient of variation of x less that 15%, all the estimators are almost always non-
negative for all values of n. There is seen to be a considerable reduction in the value
of V" over V; throughout.

The above analyais suggests that :

(i) For n = 3, 4, vy(vy) is the most preferable among {v;i(v}),i=1,...,9}.
(ii) For n = 5, vs(v3) is the most preferable among {v;(v}),i = 1,...,9)}.
(iii) The estimator va(v3) is the most undesirable one.

It is suggested that for large values of n(> 5), vs(vg) should be used, while for
small values of n(< 4), v4(v}) should be used, specially if the cv(z) is low, say, less
than .20. However, if cv(z) is moderate to large, then vs may be used for any siz
of the sample. :
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Table 1
LIST OF POPULATIONS .
Popula- ™ S3urce y z N cv(z) cv(y) [}
| ton
1 Murthy (1967), p.228 output number of workers 8 0.056 0.308  0.822
2 Konyn (1973), p.49 food total 16 0.078 0.111 0.9
- expenditure expenditure

3 Murthy (1967), p.1738 area under paddy  geographical — 10 0.085 0.344 0.254
{village 1-10) area 4

1 Konmyn (1973), measurement measurement 10 0.160 0.151 0.998
p. 359 obtained in obtained in

re-interview first interview

5 Sukhatme & Sukhatme number of number of 20 0.175 0.240 07714
(1970), p. 166 banana bunches banana pits

6 Yamane (1967) number of number of 10 0.353 0344 0.983
p. 334 vacancies apartments

7 Murthy (1967), p. 132 timber volume strip length 13 0.365 0.351 0.945
(block no. 7) .

B Sukhatme & Sukhateme  area under total culti- 10 0391 0.397 0874
(1970), p. 51 rice vated area

g Raj (1972), number of number of 15 0.402 0.423  0.8%
p. 70 cattle farms

10

I
Rao (1973) corn acreage corn acreage 12 0.472z 0379 0:928
p. 207 in 1960 in 1953 —
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Table 2. Probability of taking negative values and relative
efficiency of the estimnators vy, v4, vs, vg for samples
of sizes n = 4 and 5 for 10 natural populations.

n=4
Pop. relative efficiency of v;
sh. D1 D4 Ds Do €1 €5 €9
no.
l 000 |} .000 | .000 | .000 | 1.006 | 1.010 | 0.999
2 000 | .000 | .000 | .000 | 0.987 | 0.993 | 0.978
3 .000 | .000 | .000 | .000 | 1.009 | 1.014 | 1.001
4 .000 | .000 | .000 | .000 | 1.062 | 1.064 | 1.034
3 000 | .000 [ .000 } .000 | 0.934 | 0.975 | 0.928
6 000 | .000 | .000 | .000 | 1.369 | 1.266 | 1.473
7 .000 | .029 | .000 | .000 | 1.639 | 1.664 | 1.539
8 .000 } .000 { .000 | .000 | 1.093 | 1.145 | 1.014
9 000 | .005 | .000 | .000 | 0.972 | 1.055 | 0.860
10 ) .005 | .000 | .005 | .014 | 0.849 | 0.933 | 0.739
n =5

1 .000 | .000 | .000 -] .000 | 1.173 | 1.173 | 1.170
2 000 | .000 | .000 | .000 | 1.005 | 1.016 | 0.992
J 000 | .000 | .000 | .000 { 1.081 [ 1.086 | 1.072
4 .000 | .000 | .000 | .000 | 1.240 | 1.244 | 1.226
5 000 | .000 | .000 7§ .000 | 1.031 | 1.053 | 1.001
6 .000 | .000 { .000 | .000 | 1.847 | 1.678 | 2.031
7 000 | .167 { .000 | .000 | 3.536 | 3.557 | 3.333
8 .000 | .040 } .000 | .000 | 1.783 | 1.865 | 1.658
9 .000 | .044 | .000 | .000 | 1.676 | 1.844 | 1.456
10 1.000 |.020 | .000 | .000 | 1.208 | 1.359 | 1.024
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