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A D S T R A C T

In estimating, from a sample chosen with varying probabilities, the finite population  
total o f  a sensitive variable, a general technique o f  deriving random ized responses 
is first presented. A very general mean square error estimation form ula is then
developed.
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1. IN T R O D U C T IO N
Suppose from a finite population of N  units labelled i =  1 , . . . , N  a  sam ple s is
chosen with an arb itrary  probability p(s) corresponding to a  design p. T he problem

N
considered is to  estim ate the to tal Y  = J2 % when Y{ are the values of a  senstitivelvariable y. A dm itting th a t it is unwise to ask for direct responses (D R) let it be 
considered judicious to  seek randomized responses (RR) from the sam pled persons. 
We shall suppose th a t from every sampled person labelled i an RR is obtained 
in independent m anners as r* in such a way th a t writing Er as the operator for 
expectation over random ization in gathering a  response we have

E r i n )  =  Y i  '
E r(r i - Y i)2 = a iY? + p iYi + 6i = Vi 

where « i(>  0), /?, and 6, are known numbers for every i =  1 , . . . ,  N . For a  simple 
example, a  device m ay be so employed that every sampled person i may be requested



to  independently choose a t random  two numbers from each of two sets of num bers

A  =  (-^1t • • • ■ ■., A m )'

with mean ha and variance <r\ and (

with mean /i/j and variance *B and record a response, say,

=  A kYi +  13j

not divulging the right hand side elements to  the investigator. T hen, rj =  {Z{ — 
Hb ) / i*a will meet the above stipulations with

«.• =  <*\IVa > Pi =  M i  =  ° b / / 4 # v * =  1> • • • - N -

For alternative devices one may consult Chaudhuri and Mukerjee (1988). Presum ing 
th a t this trick works, survey da ta  a t hand will be

d! =  (i, r,-|?£s) instead of d =  ( i , l i l ie s )

which might have been procured through a  DR survey. Based on d, if available, an 
estim ator or a predictor for V is often taken in the form

t = t(d) -  a, + ^ 2 b»iYi
its

with a, and &„• as constants free of Y /s . Since d is unavailable we recom m end 
employing

e = e(d') = a , +  ^  6 „r,
ies

for the purpose noting th a t

E r (e) =  f for every s.

In choosing a suitable t often one postulates a plausible model characterizing the  
Y !  values which are then treated  as random  variables. W riting Ep ,E m as operators 
for expectation with respect to  design p  and model respectively and E g to  denote 
either E p or E m or E pE m or E rn Ep, the mean square error (MSE) for t  m ay be 
denoted as

M  = E G(t -  Y ) 2



which one plans to keep under control. W hen employing e the  relevant MSE would 
be

M r  =  E r E G ( e -  Y ) 2 =  E G E r ( e  -  Y ) 2 .

As an estim ator for M  it is the usual practice to employ a  quadratic form

m  = J 2  C s i Y 2 + Y 2 Y 1  V‘yi +  e *
ics i?j

with C ,i ,d sij and ©4 as known constants so chosen th a t the m agnitude of

E g ( mi) is kept close to  M .

Our purpose here is to propose an estim ator m T for M r such th a t E r E d f n r) =  
E G E r ( m r ) is close to  M r .

2. T H E  P R O P O S E D  M S E  E S T IM A T O R  A N D  IT S  R A T IO N A L E
Our proposed m r is given by

=  -  c « K + 5 3  +  +  e *
ics ijtj

mr

where vj =  +  /?jr; +  6;), t =  1 N .  Then noting th a t E r (vi)  =  Vi it
follows th a t

Mr = EGEr(e -  Y )2 =  EGE, Y , b M r i - Y i )  + ( l - Y )

E g

and

+  E0 {t -  Y f  =  Eg C £ , +  M

EGEr (m r ) = E g

=  Eg (J2  b l v i) +  EG(m).
its

T his justifies the use of mr as an estim ator for M r .

3. C O N C L U D IN G  R E M A R K
It is needless to illustrate particular choices of m  which arc too numerous as one 
m ay check from the literature especially as is recently being developed through the



works of Deng and Wu (1987), Wolter (1985), Rao and Vijayan (1977), K um ar 
et al. (1985), Royall and Cum berland (1978), Kott (1990 a,b), Sarndal, Swcnsson 
and W rctm an (1989) among others. In each case an RR counter-part is plausibly 
available as shown in section 2.
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